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Responsive design, Phase II Preface 

Preface 
This is the second report about Statistics Sweden's project on 
Responsive Design. It provides further theory and illustrations 
relative to the reduction of nonresponse bias and data collection cost 
for surveys on individuals and households at Statistics Sweden. The 
Living Conditions Survey is the main source for the illustrations. 
The project can be seen as part of the ongoing quality improvement 
efforts at Statistics Sweden. The first report appeared in the same 
series as R&D 2012/1. 

Statistics Sweden,  October 2013 
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Responsive design, Phase II Summary 

Summary 
A project on Responsive Design was carried out at Statistics Sweden 
in 2011 and 2012. This R&D report about Phase 2 of that project 
consists of four parts, dealing with different aspects of survey 
nonresponse. These parts share a common background of concepts 
and ideas. 

The first part (Sections 1 to 4) reviews and extends theoretical and 
empirical findings in Phase 1 of the project, reported in Lundquist 
and Särndal (2012). In a data collection extending over a period of 
time, weeks or perhaps months, the set of responding units present 
at any given point in time is more or less well balanced. The concept 
of Imbalance of the set of respondents is a central one. Imbalance 
can be measured, and we can use this concept to influence the data 
collection in the direction of better balance in the final set of respon-
dents. The empirical illustrations come from Statistics Sweden’s 2009 
Living Conditions Survey (abbreviated LCS 2009).  

Section 1 reviews the survey background and some of the literature 
on Responsive Design. Section 2 presents the properties of Imbalance, 
which is a statistic based on a vector of selected auxiliary variables 
(monitoring variables). The concepts Balance (of the set of respon-
dents), and Distance (between respondents and nonrespondents) are 
derived as functions of Imbalance. These are also discussed in 
Section 2. 

As Section 3 notes, the auxiliary variables available in a survey can 
be employed to meet two different goals. Some find use at the data 
collection stage to monitor the data collection and to carry out 
suitable interventions. Others enter into consideration only at the 
estimation stage, where they serve to compute calibrated weights for 
the nonresponse adjusted estimates (calibration estimates). 

Analysis of Imbalance (ANIMB) for the data collection is a tool 
proposed in Section 3.2. Important in that context are the notions of 
total, marginal and conditional imbalance. 

Response propensity scoring is a tool for monitoring the data 
collection. The concept is presented in Section 4, and their use for 
interventions in the data collection is considered. The idea is that 
data collection attempts can be reduced or stopped entirely for units 
with high response propensity relative to less responsive units, so 
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Summary Responsive design, Phase II 

that the data collection period ends with a well balanced response 
set. Section 4 presents the results of an ANIMB of the LCS 2009, and 
illustrates different types of intervention. 

Part two of the report (Section 5) explores the use of Imbalance and 
related concepts in estimation for domains (subpopulations). To this 
end, we used as study objects several survey variables considered 
important in the LCS 2009. 

Part three of the report (Section 6) applies the concepts of Balance 
and Distance to a totally different survey, namely, the Swedish part 
of the international PIAAC 2011. The essential concepts in the 
report, Imbalance, Balance and Distance, were conceived with a 
general purpose in mind; therefore, the objective with this section 
was to confirm that they can be integrated into a different survey 
setting. Dr. Sara Westling developed the empirical content for this 
section. 

Part four of the report (Section 7) deals with an embedded 
experiment in the 2011 version of the LCS. The objective was to 
propose and test a new carefully elaborated calling strategy 
intended to achieve both higher overall response rate and better 
balanced response. The experimental design is described and the 
results analyzed. 

The concluding discussion in Section 8 contains comments on the 
various parts of the report. A reader who does not seek a detailed 
account may still get important insights into the project by reading 
first Sections 1.1 and 1.2, and by then proceeding directly to 
Section 8.  
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Responsive design, Phase II Introduction and review of earlier results 

1 Introduction and review of 
earlier results 

1.1 Project plan 
This report presents results from Phase 2 of a methodology project 
about responsive survey design at Statistics Sweden. The objective 
was more specifically to explore procedures for obtaining a balanced 
set of respondents, from a given probability sample. Such procedures 
rely on indicators of balance (or representativity) that can be 
monitored during data collection, so that a well balance response 
will be the end result. 

Phase 1 of the project included a preliminary study of indicators. 
Using process data from Statistics Sweden’s WinDATI data collec-
tion system, experiments were carried out on the data from the 2009 
Swedish Living Conditions Survey, which we call LCS 2009. The 
behaviour of the indicators were studied.  

The objectives for Phase 2 are as follows (Projektbeställning 2011-10-
06):  The balance indicators are to be further developed and studied. 
The concepts of conditional balance and conditional partial balance 
are to be investigated. The performance of the indicators is to be 
further illustrated empirically, by applying them to at least one more 
important survey at Statistics Sweden.  

Finally, recommendations are to be given for the implementation of 
the indicators in future field work for important surveys at Statistics 
Sweden. A dynamic data collection design is aimed at, where 
interventions may be made during the data collection, at suitably 
chosen points. For example, data collection may be stopped in 
sample subgroups where a realistic response rate has already been 
achieved, so that the resources saved can be directed to improving 
other aspects of the survey and the data collection. 

1.2 Quality of the survey response – what is it? 
Survey quality, in its various dimensions, is very much in focus at 
Statistics Sweden. But “quality of the survey response” is seldom 
mentioned or measured. It is necessary to do so, at least for this 
project. 
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Probability sampling is the dominating mode of sampling at 
Statistics Sweden. The response set is the subset of the probability 
sample for which the study variable values (the y-values) are 
recorded and available for estimation. 

The response rate receives much attention at Statistics Sweden as in 
other survey organizations. Its decreasing tendency, over more than 
30 years, is much deplored. The nonresponse rate measures one 
aspect of the data collection. It has become increasingly clear that the 
nonresponse rate is not by itself suitable, or at least not sufficient, for 
an effective monitoring of the data collection. For example, it may be 
inefficient to continue according to an unchanging scenario driven 
primarily by the desire to obtain the highest possible response rate 
in the end, or to reach, by a costly and time consuming effort, a 
predefined rate of response, such as 70%. 

All agree that high quality response is very important. The quality of 
the survey estimates depends directly on the quality of the response. 
What do we mean (or what should we mean) by the quality of the 
response set? There is no commonly accepted definition. Several 
concepts, not always clearly defined, figure in discussions of 
nonresponse: 

Be representative (of the population, of the probability sample) 

Be well balanced (with respect to observable (auxiliary) variables) 

Be near (in terms of distance) the whole probability sample 

Be a large portion of the probability sample  (have a high response rate) 

The properties representative, well balanced and small distance are 
based on observable characteristics of the sample units, and they are 
therefore much more descriptive and informative than the last 
mentioned property, the response rate, which needs only a count of 
how may responses were collected. 

In an oversimplified example, “balanced” can mean that the 
response set and the entire sample have the same proportion of men 
and the same proportion of women. In practice, we can seek balance 
on many more characteristics than just “gender”; balance is then a 
multivariate statistic, defined in terms of multiple auxiliary 
variables. 

Representativity, balance and distance are measurable aspects of the 
quality of the survey response. They should be regularly measured 
during the data collection period. 
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As mentioned, the response rate is very different from the first three 
items in the list. It does not refer to characteristics of the respon-
dents. It only tells how many responding units were obtained, out of 
the selected sample. A response set representing 56% of the sample 
can, if unbalanced, have poor quality compared with a response set 
representing 49%. While this is common sense to experienced 
survey methodologists and to insightful interviewers, it is a message 
that is difficult to get across to more conservative survey 
administrators.  

The overall survey response rate receives a disproportionate amount 
of attention. It does not address the critical issue. The critical issue is 
the quality of the response set realized at the end of the data 
collection.  

The interest in the response rate is a remnant of the old classical 
probability sampling era of the 1950’s: We want 100% response, in 
other words that all those selected for the sample respond, in order 
to guarantee unbiased estimation, and we want many responses to 
keep variance low. Certainly those are desirable objectives. 

But recent decades show that realizing full response in socio-
economic surveys is a far cry, a long since abandoned hope. Many 
statisticians find this fact difficult to accept. Whether the non-
response is 35% or 45% is in itself of little interest to the experienced 
survey methodologist. The damage – usually a considerable non-
response bias - is done. A necessity for the future is to deal rationally 
with an undesirable fact, if statistics of national importance are 
going to be produced at all. What counts is if the remaining 65% or 
55% are a high quality response set. This aspect of quality can be 
measured, with methods discussed in this report. 

1.3 Adaptive survey design and responsive 
design; a literature review 

The terms adaptive design and responsive design are frequently used in 
recent literature. Bethlehem, Cobben and Schouten (2011) regard 
responsive design as a special case of adaptive design. Adaptive 
design seems to refer mainly to situations where treatments applied 
to sampled elements are identified prior to the start of the data 
collection, although they may also be revised or modified during the 
data collection. Responsive design is used mainly for situations 
where the data collection may involve two or more phases, with 
decisions taken underway about steps for the subsequent phases. 
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The general objectives of responsive design are formulated in 
Groves and Heeringa (2006). A number of applications of related 
approaches have subsequently appeared. Options for responsive 
design in a Canadian setting are discussed in Mohl and Laflamme 
(2007) and Laflamme (2009). Work on the development of adaptive 
designs has been presented for example in Wagner (2008). 

Optimal scheduling of contact attempts is an example of adaptive 
design. Calienscu, Bhulai and Schouten (2011) formulate the 
scheduling as an optimization problem involving time slots, 

Tt ,...,1= ,  groups of units, Gg ,...,1= , and different survey modes, 
Mm ,...,1= . An optimal solution is presented whereby one can 

decide at each time slot t to approach units in a given group g  
through a specific survey mode m.   

1.4 The R-indicator 
The recent book by Bethlehem, Cobben and Schouten (2011), titled 
Handbook of Nonresponse in Household Surveys, contains important 
material on different aspects of the nonresponse problem, some of it 
related to the issues in this report. Although the objectives are 
similar, the arguments in BCS (for Bethlehem, Cobben and 
Schouten) differ from those in this report. 

The indicator for representativity of the survey response (R-
indicator) proposed by BCS is based on the standard deviation of 
the response probabilities for the population units. Since these are 
unknown, estimated response probability must be used. The basic 
R-indicator is given by )θ̂(ˆ21ˆ SR −= , where )θ̂(Ŝ  is the standard 

deviation of the estimated response probabilities kθ̂  for the units k in 
the sample  s, that is, the square root of 

∑∑ −= s kss kk ddS /)θ̂θ̂()θ̂(ˆ 22  , where kkd π/1=  is the sampling 

weight, kπ being the inclusion probability of unit  k . 

The concepts of conditional representativity and conditional partial 
representativity are discussed by BCS. Partial R-indicators can be of 
two types: Unconditional partial R-indicators and conditional partial 
R-indicators. BCS remark that “unconditional partial indicators are 
designed typically for comparisons of different surveys or surveys 
in time. Conditional partial indicators are especially suited for data 
selection monitoring.” In this report we are interested mainly in the 
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latter perspective, that is, data selection monitoring in one and the 
same survey. 

BCS present (in Example 7.7, page 193) an example of an analysis of 
unconditional and conditional partial R-indicators. They remark that 
in this example the partial R-indicators change little in the later 
stages of the data collection. The partial indicators identify the 
categories that are overrepresented or underrepresented in the 
course of the data collection. 

1.5 The Swedish Living Conditions Survey 
(LCS), a brief description 

As mentioned in Lundquist and Särndal (2012), from now on called 
LS (2012), the LCS is a sample survey designed to measure different 
aspects of social welfare in Sweden, in particular among different 
population subgroups. The LCS 2009 sample consists of a sample of 
individuals 16 years and older, drawn from the Swedish Register of 
Total Population. The data set used in the analysis in this report is a 
subsample of n = 8,220 individuals, taken from the entire LCS 2009 
sample. This subsample can be regarded as a simple random 
sample.  

In the LCS telephone interviews were conducted by a staff of 
interviewers using the Swedish CATI-system, WinDATI. All 
attempts by interviewers to establish contact with a sampled person 
are registered by WinDATI. For every sampled individual, the 
WinDATI system thus records a series of “call attempts”, which play 
an important role in our analysis. 

 “WinDATI events” include events such as call without reply, busy 
line, contact with household member other than the sampled 
person, and appointment booking for later contact. When contact 
and data delivery has occurred, the data collection effort is complete 
for the sample member in question. Every registered WinDATI 
event is a “(call) attempt” in the following. 

The LCS 2009 ordinary field work lasted five weeks, at the end of 
which the response rate was 60.4%. For some sampled persons, 30 or 
more call attempts had then been recorded. This was followed by a 
three week break during which characteristics of non-interviewed 
individuals were examined, in order to prepare for the three week 
follow-up period, which concluded the data collection. All 
individuals considered by the survey managers to be potential 
respondents were included in the follow-up effort, which brought 
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the response rate up to an ultimate 67.4%. However, there was no 
separate strategy or revised procedure for the follow-up. It followed 
the same routines as the ordinary field work. Hence, there were no 
attempts at responsive design such as for example a follow-up 
focusing on underrepresented groups, in an effort to thereby reduce 
the nonresponse bias. 

1.6 A summary of Phase 1 of the project 
Results of Phase 1 of the Responsive Design project are reported in 
LS (2012), containing a review of the recent literature on responsive 
design. Indicators of important characteristics of the data collection 
such as balance and distance were created. The empirical work 
focused on the data from LCS 2009, with its final response rate of 
67.4%. 

The LCS 2009 data file contains, in addition to study variables 
measured in the survey, a number of auxiliary variables, as well as 
process data from the WinDATI system. The measure of balance (of 
the set of respondents) and the measure of distance between 
respondents and nonrespondents) are computed on a vector of 
selected auxiliary variables. As shown in LS (2012) we can use these 
measures to follow the data collection as a function of the number of 
call attempts made to the sampled individuals. The indicators are of 
general scope and can be used for monitoring in other surveys as 
well. 

For obvious reasons, one would like to see that the balance improves 
and that the distance decreases as the data collection progresses. 
This did not happen for the LCS 2009 data, as Tables 4.1 and 5.1 in 
LS (2012) show. Instead, the balance of the set of respondents 
deteriorates, and is less favouable at the end of the follow-up than at 
the end of the ordinary data collection. This casts doubt on essential 
aspects of the LCS data collection, as currently carried out. 
Furthermore, the estimates for important variables showed little 
change, or a change in the wrong direction, particularly in the later 
stages of the data collection.  

In view of such disappointing results, it was decided to use the 
LCS 2009 data file for “experiments in retrospect”. A set of 
important sample subgroups was defined, and data collection was 
deemed terminated in a group when the response rate had reached 
a specified threshold value. These interventions, placed at suitably 
chosen points in the data collection, bring considerable 
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improvement – better balance, reduced distance – compared with 
the traditional LCS data collection.  

The following table taken from LS (2012) is based on LCS 2009. 
Benefits, Income and Employment are register variables (available 
for the full sample), used here as study variables. The table shows 
the relative deviation from the unbiased estimate, CALRDF  = 

FULFULCAL YYY ˆ/)ˆˆ( −  and EXPRDF  = FULFULEXP YYY ˆ/)ˆˆ( − , where CALŶ , 

EXPŶ  and FULŶ  denote, respectively, the calibration estimator, the 
expansion estimator and the full response (Horvitz-Thompson) 
estimator. The line “Actual LCS 2009” is computed on the response 
set actually achieved, without any interventions or attempts at 
balancing. The experimental strategies 1, 2 and 3 represent response 
sets with increasingly better balance, obtained interventions in the 
LCS 2009 data set 

 CALRDF  EXPRDF  

 Sickness 
benefits 

Income Employment Sickness 
benefits 

Income Employment 

Actual 
LCS 2009 

-3.6 2.9 3.1 -9.4 6.7 4.8 

Strategy 1 -1.6 2.7 3.0 -7.5 4.6 3.4 

Strategy 2 -1.2 2.6 3.2 -7.6 3.1 2.2 

Strategy 3 1.0 1.0 2.3 -6.5 1.0 0.3 

 

As expected, the three variables behave differently, but some 
general patterns are evident. For Actual LCS 2009, EXPRDF  is very 
high compared with CALRDF , showing that the calibration brings 
considerable improvement, as one would hope. Then, as the level of 
balance increases (Strategies 1 to 3), both EXPRDF  and CALRDF  are 
steadily reduced; the reduction is especially pronounced for EXPRDF
, at least for Income and Employment.  

For Strategy 3, the response set is very well balanced, given the 8-
dimensional monitoring vector used here. Then we can expect that 
much of the difference between EXPRDF  and CALRDF  will have 
disappeared. This is clearly seen for the variable Income, and as the 
bottom line shows, EXPRDF  is even smaller than CALRDF  for the 
variable Employment. 

Statistics Sweden 15 



Introduction and review of earlier results Responsive design, Phase II 

In order to use the insight from such experiments in future practice, 
we need to anticipate a “reasonable expectations” response rate, say 
60% or 50%, to be used as a stopping rule for the data collection in a 
group. Another important question is how to select the groups to be 
monitored in the data collection.  
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2 Review of theory 
2.1 General theory background 
We review in this section the basic theory in LS (2012), including the 
concepts of balance (of the set of respondents) and distance 
(between respondents and nonrespondents). 

Denote by },...,,...,1{ NkU =  the finite population consisting of N 
units indexed Nk ,...,2,1= . A probability sample s  is drawn from 
U ; unit k has the known inclusion probability 0)Pr( >∈= skkπ , 
and the known design weight kkd 1/π= . Usually, surveys of national 
importance involve many study variables. We denote by ky  the 
value for unit k of a study variable y for which we wish to estimate 
the population total ∑= U kyY . (A sum ∑ ∈Ak  over a set of units 

UA ⊆  will be written as ∑A .) If the response were complete, this 

estimation would use the values ky  then available for all units 
sk ∈ . But the response is incomplete.  

We follow the data collection as a function of the call attempt number. 
There is a series of successively larger response sets )(ar , where a 
refers to the call attempt number, ...,2,1=a , and  

...... )()2()1( ⊆⊆⊆⊆ arrr                                            (2.1.1) 

Here )(ar  is the set of units having delivered the value ky  at a certain 
point a (after  a call attempts). 

For a simplified notation, we let r  refer to any one of the 
increasingly larger response sets. The values ky  for rk ∈  are 
(together with auxiliary variable values) available for estimating the 
total ∑= U kyY .  

Data collection stops before r  has reached the full probability 
sample s. We have Usr ⊂⊂ . For the response r  the realized 
(design-weighted) response proportion is 

∑ ∑= r s kk ddP /                                                        (2.1.2) 

We call P  the response rate, but one should keep in mind that it is a 
proportion that increases during data collection, as the response set 
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r  gets larger. When the data collection is finally stopped, the ending 
value P  is the ultimate response rate for the survey. The response 
probability of unit k, denoted )Pr(θ skrkk ∈∈= , is unknown. It is a 
conceptually defined, non-random, non-observable number. The 
response rate P is an estimate of the (unknown) mean response 
probability in the population, ∑= U kU N/θθ . 

2.2 Auxiliary vectors and estimation by 
calibration 

Several auxiliary variables are available to help the data collection 
and the estimation; the auxiliary variables values are assumed 
known for all sk ∈ . Auxiliary information plays an important role 
both at the data collection stage and at the estimation stage. We use 
x  as the general notation for the auxiliary vector whose kx is 
assumed available at least for all units sk ∈ , possibly for all 

Uk∈ . If 1≥J  auxiliary variables are available and used, then 
),...,,...,( 1 ′= Jkjkkk xxxx , where jkx  is the value for unit k of the jth   

auxiliary variable, jx . 

We use auxiliary vectors kx  of the following form: It is possible to 
state a constant vector μ  such that 1=′ kxμ  for all units k. This is not 
a major restriction. Vectors of importance in practice are usually of 
this kind. A simple illustration is when ),1( kk x=x ; then )0,1(=μ
satisfies the requirement. When )'0,...,1,...,0(=kx  used to code a set of 
mutually exclusive and exhaustive categories, then )'1,...,1,1(=μ satisfies 
the requirement. The auxiliary variables can be categorical or 
continuous; in many applications at Statistics Sweden, they are 
categorical. 

At the estimation stage, the response set r is finalized and fixed. The 
study variable values available for estimation are limited to ky  for 

rk ∈ . The estimation is done by calibrated weighting. The value ky  

receives the weight kk md , where kkd π/1=  is the sampling weight, 
and the adjustment factor 

kr kkks kkk ddm xxxx 1)()( −∑∑ ′′=  
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is constructed to realize a calibration  to the estimate ∑s kkd x , 

computable for the full sample s and the given auxiliary vector kx . 
The calibration property is expressed by the equation 

∑ ∑=r s kkkkk dmd xx  
The importance of this calibration lies in the fact that the right hand 
side, ∑s kkd x , is unbiased for the population total ∑U kx . The 

calibrated weights kk md  will adjust the estimates in the direction of 
unbiasedness. The calibration estimator of ∑= U kyY  based on the 

auxiliary vector  kx  and the weights kk md  is 

∑= r kkkCAL ymdŶ
                                                      

 (2.2.1) 

Calibration on a powerful vector kx  may substantially reduce the 
nonresponse bias, although without eliminating it completely. Some 
bias always remains. At Statistics Sweden, calibrated weighting is 
extensively used; many potential auxiliary variables are typically 
available for the estimation stage, and procedures are available for 
choosing the most efficient among them; see Särndal and 
Lundström (2008, 2010). In this report we are not specifically 
concerned with these selection methods. 

2.3 Measuring the imbalance in the response set 
At any given point in the data collection, the response set is more or 
less balanced. The imbalance is measured with respect to a given x-
vector, whose computable (design weighted) mean is 

∑∑= r kr kkr dd /xx  for the response set r and ∑∑= s ks kks dd /xx  

for the whole probability sample s .  

If sr xx =  we say that the response set is perfectly balanced with 

respect to the vector kx . Normally we do not achieve this in 
practice, but we can strive to come close. 

The vector of mean differences is denoted sr xxD −= . We have 
),...,,...,( 1 ′= Jj DDDD , where jsjrj xxD −=  is the difference, for the 

j:th x-variable, between the respondent mean, ∑∑= r kr jkkjr dxdx / , 

and the full sample mean, ∑∑= s ks jkkjs dxdx / .  Large differences 

jD  signify that the response set is not well balanced.  
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The x-vector is multivariate; we need a univariate measure of the 
imbalance of the response set. It is defined as DΣD 1−′ s

)()( 1
srssr xxΣxx −′−= − , a scalar quantity. For a response set that is 

perfectly balanced with respect to the vector kx , we have sr xx = , 

0D =  (the zero vector) and DΣD 1−′ s  = 0. A reason for interposing the 
inverse of the weighting matrix )(/)( ∑∑ ′= s ks kkks dd xxΣ  is that an 

upper bound can then be stated on the imbalance: Given s, we have 

110 1 −≤′≤ −

Ps DΣD , whatever r and kx . For example, for 1 – P = 20% 

nonresponse, 25.00 1 ≤′≤ − DΣD s ;  for 50% nonresponse, 

10 1 ≤′≤ − DΣD s . Large nonresponse 1 – P and large mean differences 

jD  are factors contributing to large imbalance DΣD 1−′ s . 

A typical tendency during the data collection is that the imbalance 
DΣD 1−′ s  decreases, because  rx  comes nearer the fixed sample mean 

sx  (although this depends also on what particular units that happen 

to be in the set  r.)  If nearly complete response can realized, so that 
r  is near s , then DΣD 1−′ s  is near zero, because  rx ≈ sx . If  sr = , 

then 01 =′ − DΣD s . Even if r is much smaller than s , we can have 

imbalance 01 =′ − DΣD s , namely if the response set is perfectly 
balanced with respect to the vector kx , that  is, sr xx =  and 0D = . 

2.4 The concepts of distance and balance 
For a given x -vector, the distance between respondents and 
nonrespondents is measured, at a given point in the data collection, 
by  

2/11
| )]()[( nrrsnrrnrrdist xxΣxx −′−= −  

where rsnr −=  is the nonresponse set and ∑ ∑= − −rs rs kkknr dd /xx  

Its relation to the imbalance DΣD 1−′ s  is expressed by 

)1/()( 2/11
| Pdist snrr −′= − DΣD  

In a satisfactory data collection, the distance should decrease, or at 
least not get larger, as the response set gets larger. As pointed out 
earlier, it is normal that the imbalance DΣD 1−′ s  decreases, because rx  

20 Statistics Sweden 



Responsive design, Phase II Review of theory 

comes nearer the fixed sample mean sx . The factor )1/(1 P−  
increases. Therefore, in order for the distance nrrdist |  to decrease, the 

decrease in imbalance would have to be sufficiently pronounced so 
as to overcome the increase in )1/(1 P− . An imbalance that stays 
roughly constant during data collection will definitely not give a 
decreasing distance.   

From 1/11 −≤′ − Ps DΣD  follows an upward bound on the distance, 

)1(/1| PPdist nrr −≤ . For example, for 50% nonresponse, 

2| ≤nrrdist  for any r  and auxiliary vector  x .  

From the inequality )1(/1| PPdist nrr −≤  we get a measure of 

balance of the response set, placed in the unit interval, see LS (2012): 

nrrdistPPBI |1 )1(1 ×−−=
P

P s

−
′×

−=
−

1
1

1DΣD  

Because 4/1)1( ≤− PP , an alternative indicator also contained in the 
unit interval is  

nrrdistPPBI |2 )1(21 ×−−=  DΣD 121 −′−= sP  

The case of mutually exclusive and exhaustive groups is of special 
interest because the imbalance DΣD 1−′ s  takes a particularly simple 

form when the vector kx  points out membership in one out of J  

mutually exclusive and exhaustive categories. Then kx  has 1−J  
entries “0” and one single entry “1” pointing out the group to which 
unit  k  belongs. The imbalance statistic is then a sum of  J   
nonnegative terms:  

∑
=

− =′
J

j
js C

1

1DΣD  

where  

2)( 1−×=
P
P

WC j
jj  

is the imbalance attributable to category j , jW  ∑ ∑=
js s kk dd / is the 

sample proportion and jP ∑ ∑=
j jr s kk dd /  the response rate in that 
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category, and P  is the overall response rate. During the data 
collection we can follow the evolution of the contributions jC  of the 

different groups to the total imbalance DΣD 1−′ s , see LS (2012). An 
efficient data collection is signaled by a decreasing tendency in the 
terms jC .  

To use the terminology of partial imbalance, we can call jC  the 

unconditional partial imbalance for category j  of the classification 
with  J categories; see Sections 3.2 and 3.4 below, and the book by 
BCS, p. 190. 
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3 Theory development for 
phase 2 of the project 

3.1 More on the concept of balance 
We use the term balance to refer to the equality of respondent mean 
and full sample mean, for specified variables. 

The important question examined in this section is: “Does balance 
on the auxiliary variables imply balance also on the study 
variables”?  

In practice we can achieve good balance on the auxiliary variables, 
because these are available for responding units as well as for 
nonresponding units. By contrast, balance cannot in practice be 
ascertained for the study variables, which are observed only for the 
responding units.   

We study the question in this section using y-variables that are 
register variables, hence available for all sample units, responding as 
well as nonresponding. 

The response set r is perfectly balanced on the study variable y if  

sr yy =                                                               (3.1.1) 

where 

 ∑∑= r kr kkr dydy /  ;  ∑∑= s ks kks dydy /  

It is a conceptual definition. Perfect balance on a real study variable, 
although desirable, is impossible under nonresponse. To say how 
close we get to the desired balance (3.1.1) is also impossible. If 

sr yy ≠ , the response is unbalanced on the variable y.  

Balance on the y-variable has implications for the estimation of the 
population y-total  ∑= U kyY . If the perfect y-variable balance 

(3.1.1) holds, then the estimator by simple expansion of the 
respondent mean, 

∑ ∑∑
∑ == s rs k

r k

r kk
kEXP yd

d
yd

dY )()(ˆ

                                      

(3.1.2)  

is equal to the Horvitz-Thompson estimator 
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∑= s kkFUL ydŶ                                                              (3.1.3) 

The latter is unbiased under the full response where ky  is available 
for all sk ∈ . In other words, perfect balance on the y-variable would 
imply that even such a crude estimator as EXPŶ  is without bias. 
Perfect or near-perfect balance is clearly a desirable (although 
unattainable) property.  

In practice, the difference between (3.1.2) and (3.1.3) can be large. 
We should try at the data collection stage to obtain a well balanced 
ultimate response set  r. This is impossible for the y-variable, but 
achieving good balance with respect to the auxiliary variables is 
possible. 

The empirical studies in this report are of two types, depending on 
the nature of the y-variable in (3.1.2), (3.1.3) and in other estimators. 
We distinguish two situations: FULL y-data and INCOMPLETE y-
data. 

Case FULL: A register variable is used as a y-variable; the values ky
are available for sk ∈ . The register variable is a “pseudo y-variable.” 
Although hypothetical, this case is important for methodological 
studies. It permits us to see how estimators computed under 
nonresponse behave relative to those that would be computed for 

the same y-variable under full response, where FULŶ  given in (3.1.3) 
can be computed and compared with the estimates made under 
nonresponse.  

Case INCOMPLETE: The values ky  are available for the responding 
units rk ∈  but missing for rsk −∈ . The y-data are incomplete in 
that ky is not available for all units in the selected sample s . It is the 
nonresponse situation that we are faced with in practice. The 

unbiased FULŶ  in (3.1.3) cannot be computed, but  EXPŶ  and other 

estimators computed on ky  for rk ∈  are possible. 

The auxiliary vector value kx  is available at least for sk ∈ . As 
pointed out in Section 2.3, if sr xx = , the response set is perfectly 
balanced with respect to the auxiliary vector kx .  

Why seek balance on the chosen x-vector? For both FULL and 
INCOMPLETE, we can strive for balance on the auxiliary vector x 
because available for sk ∈ . But balance on the y-variable can be 
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assessed only for FULL, because ky  is missing for  rsk −∈ . Now if 

y is well explained by the x-vector, then kky xβ′≈  for sk ∈  and some 
unknown vector β . If the perfect balance sr xx =  holds, then 

∑ ∑=s s kkrk dd xx)( . We pre-multiply this equation by β′  to 

conclude that FULEXP YY ˆˆ ≈ , where FULŶ  is the unbiased HT estimator 

(3.1.3) and EXPŶ  is the primitive expansion estimator (3.1.2).  

In words, if the response is balanced for a vector kx  highly related 
to the study variable y, then even the primitive expansion estimator 
is close to unbiased. Nonresponse bias would cease to be a problem. 
There is clear incentive to strive for balance on the x-vector.  

We write the deviation sr yy −  as a two-term sum: 

ssrrsrsr yy xbbbxx )()( ′−+′−=−                                         (3.1.4) 

where rb (for the response set) and sb  (for the whole probability 
sample) are the regression coefficient vectors derived by least 
squares fit of ky  on kx ;  

∑∑ −′= s kkkks kkkkr yIdId )()( 1 xxxb
  
; 

∑∑ −′= s kkks kkks ydd )()( 1 xxxb                             (3.1.5) 

where I  is the response indicator with value 1=kI  for rk ∈ and 

0=kI  for rsk −∈ . rb can be computed under INCOMPLETE, but  

sb  requires FULL.  To verify equation (3.1.4) we need to note that  

rrr y=′ xb  and sss y=′xb . This follows from the form of the x -vector 
specified in Section 2: There is a constant vector μ  such that 1=′ kxμ  
for all units  k. 

The first term on the right hand side of (3.1.4), rsr bxx )( ′−  can be 

computed in both cases, since sx  is known. The kd -weighted 

regression residuals rkky bx′−  sum to zero over r but generally not 
so over the whole sample s: We have 

)()()( srks ks rkkk dyd bbxbx −′−=′− ∑∑ , which, with the opposite 

sign and divided by ∑s kd , equals the second term on the right 
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hand side of (3.1.4). This term cannot be computed under 
INCOMPLETE. 

 
Equation (3.1.4) highlights two deviations, both undesirable:  

(i) A usually nonzero difference sr xxD −=  indicating 
imbalance with respect to the chosen  x -vector;  

(ii) A usually non-zero difference sr bb −  indicating different 
regressions for respondents and for the whole sample.  

 
A non-zero difference sr bb −  results from the problem referred to in 
the literature as selection bias in regression analysis. There is a large 
literature on this problem caused by a non-random selection of the 
units in the analysis. In our case, a regression model that may apply 
for the whole sample of units does not hold for the response set, 
which is not a random subset. As a result, the regression computed 
on those who happen to respond is systematically in error. Some 
early references are Heckman (1979) and Dubin and Rivers (1989). 

From (3.1.4) we get an alternative representation of the deviation 

sr yy − : 

)()()()( srsrssrssrsr yy bbxxxbbbxx −′−+′−+′−=−  

Here the final term )()( srsr bbxx −′−  is interpretable as an 
interaction between the two vector differences sr xx −  and sr bb −  

It is desirable to build the response set r by a data collection such 
that in the end the deviation sr yy −  is small or zero. If realized, 
such a response set would be a perfect substitute for the unrealized 
full sample, if we disregard the comparatively speaking minor 
problem that  r  has fewer observations than s. Essential is that there 
is no bias. The increase in variance caused by a loss of observations 
can always be countered by drawing a larger sample in the first 
place. 

In summary, equation (3.1.4) says that the response set  r  must 
satisfy two conditions to realize the y-variable balance 0=− sr yy : 

(1) sr xx =   (balance on the chosen x-vector) 

(2) sr bb =  (consistent regression) 
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In the data collection, we can attempt to come close to realizing (1). 
But this does not imply that condition (2),   sr bb = ,  is close to being 
fulfilled. The term ssr xbb )( ′−  in (3.1.4) is not necessarily small. 

Under nonresponse, a better alternative than EXPŶ  is the calibration 
estimator  

∑= r kkkCAL ymdŶ                                                  (3.1.6) 

with weights ks r kkkkkkkk dddmd xxxx∑ ∑ −′′= 1)()(  satisfying the 

calibration equation ∑∑ = s kkr kkk dmd xx . It is computable both for 

INCOMPLETE and FULL.  The calibrated weighting can make CALŶ  

considerably less biased than EXPŶ . The latter is the special case of  

CALŶ  for the uninformative vector 1=kx . 

Equation (3.1.4) when multiplied by ∑s kd  expresses a relationship 

between the estimators (3.1.2), (3.1.3) and (3.1.6): 

)ˆˆ()ˆˆ(ˆˆ
FULCALCALEXPFULEXP YYYYYY −+−=−                                  (3.1.7) 

Here CALEXP YY ˆˆ −  is a computable adjustment of the crude basic 

estimator EXPŶ , and the other two terms are deviations from the 

unbiased estimate FULŶ . Dividing through by FULŶ , we get (3.1.7) 
expressed in terms of relative differences (in per cent), 

)ˆ()ˆ()ˆ( CALCALEXP YRDFYRADJYRDF +=                                      (3.1.8) 

where  

FULFULEXPEXP YYYYRDF ˆ/)ˆˆ(100)ˆ( −×=   

FULFULCALCAL YYYYRDF ˆ/)ˆˆ(100)ˆ( −×= ) 

FULCALEXPCAL YYYYRADJ ˆ/)ˆˆ(100)ˆ( −×=  
In words, (3.1.8) says: 
 

Total relative deviation = Adjusted relative deviation +  
                                                Residual relative deviation 
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In our empirical studies for case FULL, we compute the three 
components in (3.1.8). They can be positive or negative; those on the 
right hand side, although normally of same sign, can, rarely, be of 
opposite signs. (It depends on the choice of x-vector.) The sizes of 
the terms in (3.1.8) are of interest because they show how much of 
the relative difference )ˆ( EXPYRDF  has become “adjusted away” by 

the calibration (the term )ˆ( CALYRADJ ), and how much remains 

unadjusted (the term )ˆ( CALYRDF ). 

In the case INCOMPLETE, only one term in (3.1.7) is computable,  
.ˆˆ

CALEXP YY −  

In LS (2012) we compared four varieties of the LCS 2009 data: The 
data collection as it was really carried out (called Actual), and three 
experimental data collection strategies created in retrospect to 
produce a gradually decreasing imbalance and a gradually 
decreasing overall response rate, due to more and more stringent 
stopping rules. Tables 3.1.1 and 3.1.2 summarize results in Tables 6.1 
to 6.7 in LS (2012). Table 3.1.1 shows the imbalance, DΣD 1−′= sIMB

)()( 1
srssr xxΣxx −′−= − , the balance =1BI  )1/1/(1 −− PIMB  and the 

distance IMB
P

distr nrr −
=

1
1

. They are computed on the data as at 

the end of each of the four data collections, with the x-vector defined 
by the crossing of three dichotomous auxiliary variables: Education 
level (high, not high), Property ownership (owner, non-owner), 
Country of origin (Sweden, other). This gives eight mutually 
exclusive and exhaustive groups of units. The x-vector has 
dimension 823 ==J  and is of the form kx ),...,,...,( 81 ′= kjkk γγγ , 

where 1=jkγ  if k belongs to group j and 0=jkγ  otherwise. Called 

experimental vector in LS (2012), we write it as  

)( OriginOwnerEduc ××=x                                                 (3.1.9) 

Table 3.1.1 shows a striking improvement in regard to both balance 
(it increases) and distance (it decreases) over the series of four data 
collections. It confirms empirically an improvement that was 
predictable, given the way in which the experimental strategies 
were set up. The entries depend only on the auxiliary vector, not on 
any y-variable. 
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Table 3.1.1   
Comparison of four strategies examined in LS (2012), in regard to 
imbalance, balance, and distance. Computations based on the data at 
the end of each of the four data collections, with the x-vector (3.1.9) 

 100×IMB BI1 distr|nr 100×P 
Actual 2.36 0.779 0.471 67.4 
Strategy 1 1.39 0.843 0.326 63.9 
Strategy 2 0.82 0.892 0.220 58.9 
Strategy 3 0.20 0.955 0.089 50.3 
 

Table 3.1.2  
Comparison of four data sets examined in LS (2012), in regard to the 
terms of equation (3.1.8). Computations based on the data at the end 
of each of the four data collections, with the x-vector (3.1.9) 
Pseudo  y-variables  
and data set )ˆ( EXPYRDF  )ˆ( CALYRDF  )ˆ( CALYRADJ  

Benefits    
Actual -9.41 -7.90 -1.51 
Strategy 1 -7.52 -6.73 -0.79 
Strategy 2 -7.61 -7.06 -0.55 
Strategy 3 -6.47 -6.33 -0.14 

Income    
Actual 6.75 2.91 3.84 
Strategy 1 4.63 2.49 2.14 
Strategy 2 3.06 2.04 1.03 
Strategy 3 0.98 0.32 0.66 

Employed    
Actual 4.76 3.12 1.64 
Strategy 1 3.36 2.53 0.82 
Strategy 2 2.17 1.77 0.40 
Strategy 3 0.03 -0.22 0.25 

 

Table 3.1.1 raises questions: Does the favorable trend in balance and 
distance also translate into favorable features for the estimates of the 
y-variables? To examine the question we use three pseudo y-
variables (the case FULL), namely, the register variables Benefits, 
Income, and Employed. Not surprisingly they behave differently 
with respect to )ˆ( EXPYRDF  and )ˆ( CALYRDF , but important to note is 
the persistent trend of improvement in both of them over the series 
of four data collections.  
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Note that ssrEXP yyyYRDF /)()ˆ( −=  expresses, apart from the 
constant sy/1 , the imbalance sr yy −  for the study variable y. It 
drops substantially over the series of four data collections; in a very 
striking manner for Income and Employed. 

Here )ˆ( CALYRDF  measures the bias remaining (despite the 

balancing) in the nonresponse adjusted estimator CALŶ . The series of 
four data collections brings a significant bias reduction for all three  
y-variables. 

By (3.1.8), the adjustment )ˆ( CALYRADJ  is zero for the perfect x-vector 
balance, sr xx = , something which is not far from being realized by 

Strategy 3. Therefore is comes as no surprise that )ˆ( CALYRDF  and 

)ˆ( EXPYRDF  differ by little only for Strategy 3.  

We recall that the comparisons in Tables 3.1.1 and 3.1.2 depend on 
the choice of x-vector. Therefore we recomputed the two tables with 
a new x-vector, but with the same four data sets, Actual and 
Strategies 1, 2, and 3, in order to illustrate what the consequences 
might be. This is done in Tables 3.1.3 and 3.1.4, with the “standard x-
vector” explained in LS (2012). It contains more variables than 
(3.1.9). 

The important message is that the favorable trends over the series of 
four data sets – increasing balance, decreasing distance, decreasing 

)ˆ( CALYRDF  and )ˆ( EXPYRDF   –  continue to apply in Tables 3.1.3 and  
3.1.4. 

The distance is greater, and balance is lower in Table 3.1.3 than in 
Tables 3.1.1, naturally, because the x-vector has more variables, 
making balance more difficult to achieve. As a result of the more 
extensive x-vector, )ˆ( CALYRDF  for Benefits is much lower (and the 

adjustment  )ˆ( CALYRADJ  much higher) in Table 3.1.4 than in Table 
3.1.2. For Income and Employed the differences are less striking. The 
effect of the auxiliary vector on the estimates is not always 
predictable. 
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Table 3.1.3  
Comparison of four strategies examined in LS(2012), in regard to 
imbalance, balance, and distance. Computations based on the data  
at the end of each of the four data collections, with the “standard  
x-vector” 

 100×IMB BI1 distr|nr 100×P 
Actual 3.86 0.717 0.603 67.4 
Strategy 1 3.12 0.765 0.489 63.9 
Strategy 2 3.17 0.787 0.433 58.9 
Strategy 3 3.62 0.808 0.383 50.3 
 

Table 3.1.4  
Comparison of four strategies examined in LS(2012), in regard to  
the terms of equation (3.1.8). Computations based on the data at the 
end of each of the four data collections. The x-vector is the standard  
x-vector 
Pseudo y-variables 
and Strategy )ˆ( EXPYRDF  )ˆ( CALYRDF  )ˆ( CALYRADJ  

Benefits    
Actual -9.41 -3.58 -5.83 
Strategy 1 -7.52 -1.56 -5.96 
Strategy 2 -7.61 -1.21 -6.40 
Strategy 3 -6.47 0.98 -7.49 

Income    
Actual 6.75 2.90 3.84 
Strategy 1 4.63 2.74 1.89 
Strategy 2 3.06 2.57 0.49 
Strategy 3 0.98 1.00 -0.01 

Employed    
Actual 4.76 3.06 1.70 
Strategy 1 3.36 3.01 0.34 
Strategy 2 2.17 3.15 -0.98 
Strategy 3 0.03 2.34 -2.31 

 

3.2 Two kinds of auxiliary variables 
To study the concepts conditional and unconditional imbalance we 
make an important distinction in regard to the auxiliary variables. 
They can be of two kinds, with different functions. Some are 
designated for monitoring the data collection, with an objective to 
obtain a final response set that is well balanced with respect to 
precisely those variables. They compose a vector denoted ax , of 
dimension J . Other available auxiliary variables stay neutral 
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during the data collection, but become important at the estimation 
stage. The vector of these variables is denoted bx , of dimension L . 

The variables in bx  are used, usually together with those in ax , to 
compute the calibrated weights for estimating the population total 

∑= U kyY . We call  ax  the monitoring (auxiliary) vector and  bx  the 

supplement (auxiliary) vector. Their values for unit k  are denoted akx  
and bkx , respectively. Both can contain categorical as well as 
continuous variables; in essentially all our applications, they are 
categorical. 

The distinction  between monitoring vector and supplement vector 
helps to contrast the two stages of activity, the data collection stage 
and the estimation stage. The monitoring vector is an important 
instrument for the data collection; the supplement vector variables 
can be important at the estimation stage. Both categories of variables 
may be used in computing the calibrated weights for the estimation 
phase, with an objective to control bias and variance in the 
estimates. 

For practical reasons, the monitoring vector ax  usually consists of a 
fairly limited number of selected x-variables. An important case is 
when the monitoring vector identifies a set of mutually exclusive 
and exhaustive sample subgroups. It is relatively easy for the survey 
manager to monitor the data collection with respect to a modest 
number of groups. How do we select these groups? They should be 
groups for which we expect considerable differences in response 
rate, because such differences are a sign of a large imbalance 
needing to be reduced.  

In a regularly repeated survey, we usually know beforehand which 
those groups are. It is less obvious in a survey carried out for the 
first time. In that case, one possibility is to analyze the response at 
one or more points before the very end of the data collection, with 
an objective to identify groups with very different response rate. A 
tool for this is classification tree analysis, CHAID (see Kass 1980), 
which can for example be carried out at the end of the ordinary data 
collection and serve to identify the groups that should be pursued 
with particular emphasis in the follow-up. Tree analysis is described 
in BCS, p. 263-265, and is used in Section 6 for an application to the 
PIAAC survey. Once the groups have been identified, possibilities 
open up for the continuation of the data collection. For example, 
different groups can receive different number of call attempts. 
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3.3 Analysis of imbalance 
The analysis of imbalance (ANIMB) that we now describe focuses on 
the imbalance statistic DΣD 1−′ s )()( 1

srssr xxΣxx −′−= − , as defined in 

Section 2. We compute DΣD 1−′ s  for different specifications of the x-

vector. Differences between computed values of DΣD 1−′ s  become 
components in the ANIMB. The procedure is similar in some 
respects to a traditional analysis of variance. The concepts conditional 
imbalance and partial conditional imbalance arise naturally through the 
ANIMB. Although different both in derivation and in numeric 
aspects, they have some resemblance to conditional representativity 
and conditional partial representativity, as used by BCS and in the 
RISQ project. 

We define the imbalance associated with all the auxiliary variables 
to be the value of DΣD 1−′ s  when computed on the x-vector that 
combines the monitoring vector ax  and the supplement vector bx , 

so that kx = 










bk

ak

x
x

, of dimension LJ + . We denote that value of 

DΣD 1−′ s  by abIMB . It is the total imbalance. The subscript  ab  
indicates that all the auxiliary variables, both the a type and the b 
type, are included in the x -vector. (It may happen that the x -vector 
must be specified with dimension 1−+ LJ , namely if one category 
needs to be eliminated to make the matrix sΣ  invertible. It happens 
for example if both ax  and bx  are classification vectors, as in the 
analysis in Section 4.1.) 

We are particularly interested in the impact on imbalance of the 
entire monitoring vector ax , as well as of the individual variables in 

ax . To this end we first compute DΣD 1−′ s  on kx  = bkx  alone. In other 

words, the vector kx  used to compute DΣD 1−′ s  is what remains of 

the complete vector 










bk

ak

x
x

 after excluding akx . That value of 

DΣD 1−′ s  is denoted bIMB , called the marginal imbalance attributed to 

bx , with its L  variables.  

The positive quantity bab IMBIMB −  measures the increment in 
imbalance produced by adding ax  to the x -vector defined by bx . 
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Hence bab IMBIMB −  is the conditional imbalance due to ax , 
controlling for bx . The associated number of variables is 

JLLJ =−+ )( , which is the dimension of ax . 

We also wish to assess the impact of each variable in akx , which has 
the form  ),...,,...,( 1 ′= aJkajkkaak xxxx , where ajkx  is the value for the 

sampled unit k of the thj  (unidimensional) monitoring variable ajx ,  

Jj ,...,1= .  

To evaluate the impact of the single variable ajx , we compute first 

DΣD 1−′ s  on the x -vector composed of bx  and ajx , kx = 










bk

ajkx
x

, 

containing now L+1  variables. This new value of DΣD 1−′ s  measures 
the increment in imbalance produced by adding the single variable 

ajx  to the x -vector defined by bx . Hence bbja IMBIMB −)(  is the 

conditional partial imbalance due to ajx , the associated number of 

variables being 1)1( =−+ LL . The word “partial” means that ajx  is 

seen as a part of ax , conditionally on bx .  

The sum of the imbalance increments obtained by taking the 

variables ajx  one at a time is )(
1

)(∑
=

−
J

j
bbja IMBIMB . The increment by 

taking simultaneously all J  variables in ax  (rather than one at a 
time) is bab IMBIMB − . The difference, which can be of either sign, is  

−−= )( bab IMBIMBdiff )(
1

)(∑
=

−
J

j
bbja IMBIMB

∑
=

−×−+=
J

j
bjabab IMBIMBJIMB

1
)()1(    

The diff is often negative and small, it is an interaction component. 
The ANIMB is now complete and is summarized in Table 3.3.1.  
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Table 3.3.1  
Analysis of imbalance (ANIMB) with monitoring vector xa and 
supplement vector xb. #var is the number of variables associated with 
the component 

Component of imbalance Expression for 
computation 

#var 

Total (due jointly to ax and bx ) abIMB  LJ +  

   Marginal due to bx  bIMB  L  

   Conditional due to  ax  given bx  bab IMBIMB −  J  

       Conditional partial due to 1ax   

  

       Conditional partial due to ajx   

  

       Conditional partial due to aJx  

       Interaction 

bba IMBIMB −)1(  

  

bbja IMBIMB −)(  

  

bbJa IMBIMB −)(  

diff  

1 

 

1 

 

1 

--- 

 

An important special case is that of a categorical monitoring vector. 
We examine the form of the ANIMB components in Table 3.3.1 in 
this special case. Suppose ax  is categorical with J  categories, 

Jj ...,,1= . Further, let the supplement vector bx  be the simplest 
possible, with 1=L  and 1=bkx  for all k. It does not in any way 
distinguish the sample units, and 0=bIMB . Then bab IMBIMB −  = 

aIMB , where 

∑
=

=
J

j
ja CIMB

1
                                                                    (3.3.1) 

with 2)( 1−=
P
P

WC j
jj , where jW  is group j’s portion of the whole 

sample s, ∑∑= s ks kj ddW
j

/ , ∑∑=
jj s kr kj ddP /  is the response rate 

in group j , and P  is the overall response rate, ∑∑= s kr k ddP / . 
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The conditional partial imbalance due to the thj  category is 

abbja IMBIMB −)( = )( jaIMB , where 

22 )) 11 (()( −−= +
P

P
W

P
P

WIMB c

c

j
j

j
jja  

where 1=+
cjj WW , PPWPW

cc jjjj =+ , and cj  
denotes the 

complement category “not-j”. (Hence cj  represents the union of all 
1−J categories in the ax classification except j  itself.) This gives 

22 )) 1
1

1 ((
2

−
−

− =
P
P

W
W

P
P

W j

j

jj
j

c

c
. Hence 

222 ))) 1
1

1
1

1 (((
2

)( −
−

−
−

−= =+
P
P

W
W

P
P

W
W

P
P

WIMB j

j

jj

j

jj
jja  

For small jW , )( jaIMB  close to (but not equal to) the j:th component 

2)( 1−=
P
P

WC j
jj  in (3.3.1). The terms are not strictly additive. The 

(non-zero) interaction component is 

aIMBdiff = ∑
=

−
J

j
jaIMB

1
)(  = 

∑∑∑
===

−
−

−=−
−

−−
J

j

j

j

j
J

j

j

j

j
J

j

j
j P

P
W

W
P
P

W
W

P
P

W
1

2
2

1

2

1

2 )()()( 1
1

1
1

1  

 
Often diff  is a small portion of the total aIMB , especially when J  is 
fairly large. If the  J  categories are of equal size, JW j /1=  for all  j, 

then 

1
1
−

−=
JIMB

diff
ab

 

3.4 Imbalance analysis derived by propensity 
scores 

The ANIMB components abIMB , bIMB  and baIMB = bab IMBIMB −  in 

Table 3.3.1 can be derived alternatively by computing first response 
propensity scores for the sample units. Then the ANIMB 
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components are obtained as coefficients of variation of the 
propensity scores.  

This approach is important for guiding the data collection, and for 
the interventions or changes of emphasis that are called for. At 
suitable points in the data collection, we may wish to reduce the 
number of contact attempts for selected sample units, or to stop the 
attempts altogether for some units. The response propensity scores 
help identify the units that should be targeted in these interventions. 
The procedure to be presented is applicable for any monitoring 
vector ax and any supplement vector bx .  

As before, s  denotes a probability sample from U }...,,...,1{ Nk= . 
The inclusion probability of unit k  is kπ ; the design weight is 

kkd π/1= . The response set is r  (the set of units for which the study 
variable value ky  has been recorded); Usr ⊆⊆ . The response 
indicator is 1=kI  if rk∈ ; 0=kI  if  rsk −∈ . The response rate is  

∑ ∑∑ ∑ == r s kks s kkk dddIdP //  

We view the data collection as a function of the number of call 
attempts made to the units in the selected sample s. In this process, 
the response set r  is expanding, that is, larger (or the same) after m 
attempts than after m - 1 attempts. As explained earlier, the available 
auxiliary variables are of two kinds. Some are used to monitor the 
data collection, so as to obtain a well balanced final response set. 
These auxiliary variables form the vector ax  of dimension J . The 
other auxiliary variables are important at the estimation stage for 
computing calibrated weights. The vector of these latter variables is 

bx , of dimension L . We call ax  the “monitoring (auxiliary) vector” 

and bx  the “supplement (auxiliary) vector”. Their respective values 
for unit k  are akx  and bkx . Both are assumed to be of the form 
mentioned in Section 2.2: It is possible to state a constant vector μ  

such that 1=′ akxμ  or 1=′ bkxμ  for all k.  

Suppose we are at a certain point in the data collection where the 
realized response is r and the realized response rate is 

∑ ∑= r s kk ddP / . By the response propensity of unit k at that point 

we mean the estimate of the response probability of  k, estimated by 
least squares, taking into account both  ax  and bx . The regression fit 
is done in two steps: Regress first kI  on akx  to obtain predicted 
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values akÎ . Then regress the residuals  akk II ˆ−  on bkx  to obtain the 
predicted differences kbabk II ,:

ˆˆ −  Combining the two steps, the 

prediction of kI , computable for every unit sk ∈ , is the response 
propensity score 

 

kbaakbkk IIIP ,:
ˆˆˆˆ −+=                                                      (3.4.1) 

where 

∑ ∑ −′′= s s akakakkakkkak dIdI xxxx 1)()(ˆ            (regression of  kI   on akx
) 

∑ ∑ −′′= s s bkbkbkkbkkkbk dIdI xxxx 1)()(ˆ               (regression of  kI  on 

bkx ) 

∑ ∑ −′′= s s bkbkbkkbkakkkba dIdI xxxx 1
,: )()ˆ(ˆ          (regression of akÎ  on bkx

) 

We have 

∑∑∑∑∑∑ ===== r ks ks kbaks bkks akks kk dPdIdIdIdPd )(ˆˆˆˆ
,:  

This shows that at any point in the data collection, all of kP̂ , bkÎ , akÎ
and kbaI ,:

ˆ  have (design weighted) mean equal to the overall response 
rate ∑ ∑= r s kk ddP /  realized at that point.  

The sum of squares 2)ˆ( PPds kk −∑  is decomposed into orthogonal 

non-negative components as follows:  

 

∑∑∑ −+−=− s kbaakks bkks kk IIdPIdPPd 2
,:

22 )ˆˆ()ˆ()ˆ(                (3.4.2) 

 

This follows from ∑ =−s bkkbaakk IIId 0ˆ)ˆˆ( ,: . Because 

bkkkbaak IPII ˆˆˆˆ
,: −=−  by (3.4.1) we can also write (3.4.2) as  

 

∑∑∑ −+−=− s bkkks bkks kk IPdPIdPPd 222 )ˆˆ()ˆ()ˆ(
                  (3.4.3) 
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We divide through in (3.4.3) by NP ˆ2 , where ∑= s kdN̂ and write 

the resulting equation as 

abIMB bIMB=  + baIMB
                                               

(3.4.4) 

where   

=abIMB ∑ −s
k

k P
Pd

N
2)1

ˆ
(ˆ

1
; bIMB = ∑ −s

bk
k P

Id
N

2)1
ˆ

(ˆ
1

; 

∑ −= s bkkkba IPdIMB 2)ˆˆ(                                                                            

(3.4.5) 

 

These terms are equivalent to their counterparts in Table 3.3.1. The 
second term on the right hand side of (3.4.2) can be further 
developed to obtain  

∑∑∑ −−−=−≤ s kbaks akks kbaakk PIdPIdIId 2
,:

22
,: )ˆ()ˆ()ˆˆ(0             

Combining this equation with (3.4.2) and dividing by NP ˆ2 , we get  

∑ =−s
k

k P
Pd

N
2)1

ˆ
(ˆ

1
 

∑∑∑ −−−+− s
kba

ks
ak

ks
bk

k P
I

d
NP

Id
NP

Id
N

2,:22 )1
ˆ

(ˆ
1)1

ˆ
(ˆ

1)1
ˆ

(ˆ
1

  
 

The terms of this equation are the squared coefficients of variation of 

kP̂ , bkÎ , akÎ  and kbaI ,:
ˆ . 

A special case is an unconditional analysis. In the expressions above, 

bx  is then the simplest possible (uninformative) vector, 1=bkx  for 

all k.  Then PII kbabk == ,:
ˆˆ  for all k. Equation (3.4.1) becomes akk IP ˆˆ = , 

and (3.4.4) becomes abIMB  = aIMB , where 

aIMB  = ∑ −s
ak

k P
Id

N
2)1

ˆ
(ˆ

1
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If in particular the ax -vector is categorical with J  categories, then 

akÎ  takes only J  different values, jak PI =ˆ  for all k in group j , 

where ∑∑=
jj s kr kj ddP / is the group j  response rate. Then 

aIMB  = 2

1
)1( −∑

=

J

j

j
js P

P
W  

where ∑∑= s ks kjs ddW
j

/  is the sample share of group .j  This 

formula played an important role in LS(2012), where it was used to 
generate several “experimental strategies”, in which that data 
collection is stopped for a group j  if its response rate jP  is high, 

compared with other groups.  

3.5 Building a final response set 
We use the results in Section 3.4 about the response propensity 
scores kP̂  to construct a desirable final response set. We compute the 

kP̂  for all sk ∈  at several points during the data collection. They 
change continuously; they are itinerant response propensities. 

Suppose that we have fixed a suitable set of intervention points. At 
each intervention point we stop call attempts for not yet responding 
units whose response propensity score kP̂  at that point is 
(comparatively) high. We let the continued data collection focus on 
the remaining nonrespondents, those with (comparatively) lower 
response propensity kP̂ . The effect is to even out the variability in the 

kP̂ , and, as we show, this reduces the imbalance in  the response set. 

At each point, the computed scores kP̂  for sk ∈  are size ordered 

from smallest to largest. The mean of kP̂  is equal to the response 
proportion ∑∑= s kr k ddP /  realized at that point. The units with 

the highest kP̂  are set aside; they are no longer pursued in the data 
collection. The justification is that their response propensity is “large 
enough” compared with other, less responsive units. Contact 
attempts continue for remaining units, those with lower kP̂ . Some 
more units will respond, and P  increases. At subsequent points, the 
values kP̂  are again computed for all sk ∈ , and so on. 
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There are variations of the procedure. One possibility is to set aside 
a fixed percentage of units at each specified intervention point, 
namely, those with the largest kP̂ , as in the following illustration, 
called “the 25% dropping rule” and used later in the empirical 
Section 4.2. 

Suppose three interventions points have been specified, that is, both 
their number (three) and their place in the data collection, identified 
by the call attempt number. The procedure is:  At point 1, the set of 
units with the 25% highest kP̂  are set aside; let that set of n/4 units be 

1s , where n is the size of the sample s . Data collection attempts 
continue for the nonrespondents in the rest of the sample, 1ss − . At 

point 2, the kP̂  are recomputed for all sk ∈ . The units already set 

aside have their kP̂  somewhat changed, but without consequence; 
they remain aside. At point 2, the set 2s  consisting of the 4/n  

sample units with the highest kP̂  in 1ss −  are set aside. The 
remaining set 21 sss −−  has 2/)4/2( nnn =×−  units. At point 3, the 

kP̂  are recomputed again for sk ∈ ; those with the highest kP̂  in 

21 sss −−  are set aside; they form the set 3s  of size 4/n . The 
remaining quarter of the sample continues until the end of the data 
collection period, resulting in a final response set  r , and we 
compute the final values kP̂  for sk ∈ . 

The number of sample units set aside is the same (25 % of the 
sample size n) at each of the three points, but the number of 
nonrespondents set aside is not the same, see Section 4.2. 

More generally, if H is the specified number of sample subgroups, 
the procedure produces H sample subgroups denoted Hsss ,...,, 21 . 

For the finally computed kP̂  for sk ∈ , we compute the contribution 
of each group: 

∑∑
−=

hs
k

k
s k

h P
Pd

d
A 2)1

ˆ
(1

,    Hh ...,,2,1=  

Then ∑
=

H

h
hA

1
= abIMB . That is, hA  measures the contribution of size 

group  h  to the total ultimate imbalance abIMB . 
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Alternatively, logistic regression fit can be used to obtain the scores 

kP̂ , but there is no particular advantage to doing so. Then kP̂  has the 

form )]ˆexp(1/[)ˆexp(ˆ βxβx aakP ′+′= . The equations (3.4.1) to (3.4.3) 
would be modified accordingly.  
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4 New theory applied to the 
LCS 2009 

4.1 Analysis of imbalance for the LCS 2009 
response set 

In this section we apply the techniques developed in Section 3 to the 
LCS 2009 data. Table 4.1.1 shows results of an ANIMB for the LCS 
2009 data collection as actually carried out. It illustrates the kind of 
analysis possible by identifying a monitoring vector ax  and a 
supplementary vector bx , with values akx  and bkx  known for all 

sk ∈ . In a survey where several auxiliary variables are available, 
the statistician must decide which of them to use in the monitoring 
vector ax and which should be reserved for use at the estimation 
stage. This is a matter of professional judgment.  As pointed out in 
Section 3.2, ax  may have to be limited to a rather small number of 
variables, in order to keep the monitoring task simple. 

We choose here to define ax  by the crossing of three dichotomous 
auxiliary variables: Educ (which stands for Education level: high, not 
high), Owner (which stands for Property ownership: owner, non-
owner), and Origin (which stands for Country of origin: Sweden, 
other). This gives eight mutually exclusive and exhaustive groups. 
We denote the vector as 

)( OriginOwnerEduca ××=x                                      (4.1.1) 

It has dimension 823 ==J  and value akx ),...,( 81 ′= kk γγ , where 

1=jkγ  if k belongs to group j and 0=jkγ  otherwise. This vector was 

used in LS (2012) and called experimental vector. Our vector bx  of 
dimension seven is composed of the variables Phone (for Phone 
access, equaling 1 for a person with phone number accessible at the 
start of the data collection; 0 otherwise), Age (for Age group; four 
zero/one coded age brackets: -24, 25-64, 65-74, 75+);  Civil (for Civil 
status, equaling 1 if married or widowed; 0 otherwise) and Gender 
(equal to  1  if man,  0 otherwise). We denote this vector as 

)( GenderCivilAgePhoneb +++=x                            (4.1.2) 
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To place these vectors in a practical perspective, we pretend that ax  
and bx  in (4.1.1) and (4.1.2) have been carefully chosen by the 
statistician, reflecting a desire to monitor the data collection with the 
aid of precisely the eight groups defined by ax , and that it is 
nevertheless important at the estimation stage to also benefit from 
the vector bx , when the calibrated weights are computed. In 
practice, the choice of ax  and bx  is a matter of professional 
judgment. 

Total imbalance is measured here with respect to the vector that 
combines ax  and bx . Conditional imbalance and conditional partial 
imbalance are computed as specified by the ANIMB laid out in 
Table 3.3.1 . “Conditional” here means “given bx .” “Partial” refers 
to the groups in ax . We measure the conditional imbalance of the 
monitoring vector ax  given bx , but also the conditional partial 
imbalance for each of the eight groups that make up ax . The total 
imbalance is abIMB , used here to compute the balance 

)1/1/(11 −−= PIMBBI ab   and the distance abnrr IMB
P

dist
−

=
1

1
.  

Table 4.1.1 shows the ANIMB for the actual LCS 2009 data 
collection. Of particular interest is the trend in the different 
quantities (the tendency in the rows of the table) as the data 
collection progresses. The conditional partial imbalance bjaIMB )(  

stays roughly constant from attempt five until the end for all but 
groups six and eight, for which some reduction occurs, but less than 
what one would like to see in a more satisfactory data collection. 
The sum of the eight conditional partial imbalances bjaIMB )(  and the 

term diff equals the conditional imbalance baIMB , which stays 

roughly constant, not unexpectedly, because there was no attempt to 
direct the data collection in a more effective direction; it simply 
follows the preconceived original plan. Somewhat unexpectedly, the 
marginal imbalance bIMB  decreases. A clear sign of an 

unsatisfactory data collection is that the distance nrrdist  between 

respondents and nonrespondents increases from 0.44 to 0.62. The 
same unsatisfactory trend is seen in the balance 1BI , which drops 
from 0.85 to 0.71. 
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Table 4.1.1  
The actual LCS 2009 data collection: Analysis of imbalance; 
monitoring vector xa given by (4.1.1); supplement vector  xb given  
by (4.1.2) 

Group characteristic 

100 × IMBa(j)|b
 

Conditional partial balance 

Ord. field work attempt Follow-up attempt 

Education Property  
ownership Origin 1 5 12 End 1 4 Final 

Not  high Non-owner Abroad 0.67 0.95 0.98 0.98 1.00 0.93 0.99 

Not  high Non-owner Sweden 0.11 0.20 0.25 0.26 0.21 0.20 0.19 

Not  high Owner Abroad 0.13 0.03 0.01 0.01 0.01 0.01 0.01 

Not  high Owner Sweden 0.32 0.03 0.02 0.02 0.02 0.02 0.02 

High Non-owner Abroad 0.66 0.20 0.19 0.18 0.17 0.16 0.16 

High Non-owner Sweden 0.31 0.36 0.28 0.25 0.22 0.20 0.22 

High Owner Abroad 0.16 0.01 0.02 0.02 0.02 0.01 0.03 

High Owner Sweden 0.31 0.49 0.48 0.49 0.46 0.39 0.30 

100 × diff -0.21 -0.07 0.10 0.18 0.21 0.24 0.32 

100 × IMBa|b 2.5 2.2 2.3 2.4 2.3 2.2 2.2 

100 × IMBb  12.4 4.9 2.7 2.4 2.4 2.2 1.9 

100 × IMBab 14.9 7.1 5.0 4.8 4.7 4.3 4.1 

100 × P 12.8 44.3 57.7 60.4 61.4 64.6 67.4 

BI1 0.85 0.76 0.74 0.73 0.73 0.72 0.71 

distr|nr 0.44 0.48 0.53 0.55 0.56 0.59 0.62 

 

We want to see if “better” data collections can change the 
undesirable trend in the distance and the balance in Table 4.1.1. We 
consider again the experimental strategies with “interventions in 
retrospect”, as explained in LS (2012). Stopping rules are applied to 
the eight groups defined by ax  given by (4.1.1). The results are 
given in Tables 4.1.2, 4.1.3 and 4.1.4. 

Experiment 1 (see Table 4.1.2) has two intervention points, attempt 
12 of the ordinary data collection (point 1), and attempt 2 of the 
follow-up (point 2). The stopping rule says that data collection is 
terminated (so that no further y-values are taken into account) in a 
group having realized at least 65% response. Experiment 1 data 

Statistics Sweden 45 



New theory applied to the LCS 2009 Responsive design, Phase II 

collection is terminated at point 1 for the line 6, 7 and 8 groups, and 
at point 2 for the line 4 group; for details see LS (2012). Remaining 
groups continue until the very end, at which point the line 1 and 5 
groups still have a response rate far below 65%.  

Experiments 2 and 3 use sharpened stopping rules. Experiment 2 is 
defined to declare data collection terminated for a group when its 
response has reached 60%. This gives the five intervention points 
shown in Table 4.1.3: Five groups terminate at four different points 
in the ordinary data collection, and one group terminates at follow-
up attempt 3. The low-responding line 1 and line 5 groups continue 
to the end, but still do not come near 60% response. The still sharper 
stopping rule for Experiment 3 declares data collection terminated 
for a group whose response rate has reached 50%. The resulting six 
intervention points are shown in Table 4.1.4. 

We note in Tables 4.1.2, 4.1.3 and 4.1.4 that the conditional partial 
imbalance now shows a clearly decreasing trend as the data 
collection progresses. This holds in particular for the critical groups 
in lines 1, 5, 6 and 8. The trend is, as one can expect, particularly 
pronounced for Strategy 3 in Table 4.1.4.  
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Table 4.1.2  
Experimental strategy 1, LCS 2009: Analysis of imbalance; monitoring 
vector xa (4.1.1) and xb (4.1.2) 

Group characteristic 
100 × IMBa(j)|b

 

Conditional partial balance 

Education Property  
ownership Origin Attempt 12 

ordinary 
Attempt 2 
follow-up Final 

Not  high Non-owner Abroad 0.98 0.82 0.73 
Not  high Non-owner Sweden 0.25 0.11 0.00 
Not  high Owner Abroad 0.01 0.00 0.00 
Not  high Owner Sweden 0.02 0.05 0.00 
High Non-owner Abroad 0.19 0.13 0.09 
High Non-owner Sweden 0.28 0.08 0.02 
High Owner Abroad 0.02 0.00 0.00 
High Owner Sweden 0.48 0.19 0.11 

100 × diff 0.10 0.30 0.38 

100 × IMBa|b 2.3 1.7 1.3 
100 × IMBb  2.7 2.4 2.0 
100 × IMBab 5.0 4.1 3.4 

100 × P 57.7 61.5 63.9 
BI1 0.74 0.74 0.76 
distr|nr 0.53 0.52 0.51 
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Table 4.1.3  
Experimental strategy 2, LCS 2009: Analysis of imbalance; monitoring 
vector xa (4.1.1) and xb (4.1.2) 

Group characteristic 
100 × IMBa(j)|b

 

Conditional partial balance 

Education Property  
ownership Origin Att 7 ord. Att 8 ord. Att. 9 ord. Att. 15 ord. Att. 3 fol.-up Final 

Not  high Non-owner Abroad 0.99 1.02 0.94 0.70 0.52 0.38 
Not  high Non-owner Sweden 0.26 0.20 0.14 0.02 0.02 0.01 
Not  high Owner Abroad 0.01 0.01 0.01 0.00 0.00 0.00 
Not  high Owner Sweden 0.04 0.08 0.09 0.01 0.01 0.02 
High Non-owner Abroad 0.21 0.18 0.18 0.11 0.06 0.03 
High Non-owner Sweden 0.41 0.27 0.19 0.07 0.01 0.01 
High Owner Abroad 0.01 0.02 0.01 0.01 0.00 0.00 
High Owner Sweden 0.47 0.30 0.21 0.11 0.04 0.03 

100 × diff -0.06 0.00 0.06 0.22 0.29 0.34 

100 × IMBa|b 2.3 2.1 1.8 1.2 1.0 0.8 
100 × IMBb  3.8 3.5 3.3 2.9 2.7 2.6 
100 × IMBab 6.1 5.6 5.2 4.2 3.6 3.4 

100 × P 50.9 52.5 53.8 56.0 58.6 58.9 
BI1 0.75 0.75 0.76 0.77 0.77 0.78 
distr|nr 0.50 0.50 0.49 0.46 0.46 0.45 
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Table 4.1.4  
Experimental strategy 3, LCS 2009: Analysis of imbalance; monitoring 
vector xa (4.1.1) and xb (4.1.2) 

Group characteristic 
100 × IMBa(j)|b

 

Conditional partial balance 

Education Property  
ownership Origin Att 4 ord. Att 5 ord. Att. 6 ord. Att. 7 ord. Att. 8 ord. Final 

Not  high Non-owner Abroad 0.93 0.88 0.79 0.69 0.67 0.02 
Not  high Non-owner Sweden 0.22 0.15 0.11 0.01 0.00 0.07 
Not  high Owner Abroad 0.05 0.02 0.00 0.00 0.00 0.00 
Not  high Owner Sweden 0.04 0.08 0.20 0.08 0.04 0.00 
High Non-owner Abroad 0.32 0.18 0.18 0.12 0.09 0.01 
High Non-owner Sweden 0.42 0.42 0.19 0.10 0.06 0.01 
High Owner Abroad 0.00 0.01 0.01 0.01 0.01 0.00 
High Owner Sweden 0.66 0.15 0.03 0.00 0.00 0.01 

100 × diff -0.15 -0.04 0.03 0.10 0.13 0.33 

100 × IMBa|b 2.5 1.9 1.5 1.1 1.0 0.4 
100 × IMBb  5.9 4.9 4.4 4.1 3.9 3.4 
100 × IMBab 8.4 6.8 6.0 5.2 4.9 3.8 

100 × P 39.6 43.8 46.4 47.8 48.7 50.3 
BI1 0.77 0.77 0.77 0.78 0.78 0.80 
distr|nr 0.48 0.46 0.46 0.44 0.43 0.39 

 

Table 4.1.5 compares the four data collections, the actual one and the 
three experimental ones. The ANIMB components in the table are 
computed at the end of the data collection. A striking feature is the 
reduction that occurs in the conditional imbalance baIMB  over the 

series of four data collections. The final values of baIMB  are 2.24 

(Actual), 1.34 (Exp. 1), 0.82 (Exp. 2) and 0.45 (Exp. 3). By theory we 
can expect this downward trend, given how the experiments were 
set up, and the table confirms it empirically.  

On the other hand, the marginal imbalance bIMB  goes up markedly 
from 1.90 for Actual to 3.36 for Experiment 3. This shows that a 
reduced conditional imbalance may happen at the expense of an 
increasing marginal imbalance. This can happen, because the 
experiments were not set up to control the marginal imbalance with 
respect to bx , which is a supplementary auxiliary vector here. As a 
consequence, the total imbalance abIMB  stays about the same. The 
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distance )1/( PIMBdist abnrr −=  is markedly reduced in going from 

Actual to Experiment 3, a desirable feature saying that respondents 
and nonrespondents are getting increasingly alike, and while this 
happens, the final response rate is reduced from 67.4% (Actual) to 
50.3 (Exp. 3). 

Table 4.1.5  
Comparing the four data collections in Tables 4.1.1 to 4.1.4. The 
entries are the values at the end of each data collection 

 100 × 
IMBa|b 

100 × IMBb
 100 × 

IMBab
 distr|nr 100 × P 

Actual 2.24 1.90 4.14 0.624 67.4 
Exp. 1 1.34 2.03 3.37 0.508 63.9 
Exp. 2 0.82 2.58 3.40 0.448 58.9 
Exp. 3 0.45 3.36 3.81 0.393 50.3 

 

It is useful to recall results in LS (2012), where the ANIMB was done 
unconditionally, with the ax -vector (4.1.1) but without any bx -

vector. Then bIMB =0 and abIMB = baIMB = aIMB , where ∑
=

=
J

j
ja CIMB

1

, with 2)( 1−×=
P
P

WC j
jj , as explained in Section 2. Not 

unexpectedly, the entries for aIMB  in Table 4.1.6, taken from Section 

6 of LS (2012), are close to those for baIMB  in Table 4.1.5, but the 

distances are greater in Table 4.1.5, because computed there on the 
more extensive x-vector that contains both ax  and bx , given 
respectively by (4.1.1) and (4.1.2). 

Table 4.1.6   
Comparing four data collections; monitoring vector xa given by 
(4.1.1); no vector  xb .  The entries refer to the end of each data 
collection 

 100 × IMBa distr|nr 100 × P 

Actual 2.36 0.471 67.4 
Exp. 1 1.39 0.326 63.9 
Exp. 2 0.82 0.220 58.9 
Exp. 3 0.20 0.089 50.3 
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4.2 Interventions based on response 
propensities 

This section illustrates the approach with response propensities, as 
outlined in Section 3.4. We compare the actual LCS 2009 data 
collection with three examples with response sets obtained by 
interventions in the LCS 2009 data file, so that data collection is 
stopped, at certain interventions points, for units having attained a 
high response propensity. 

For a specified monitoring vector ax  and supplementary vector bx , 
we compute, for every unit sk ∈ , the response propensity score 

kbaakbkk IIIP ,:
ˆˆˆˆ −+=                                                    (4.2.1) 

where 

∑ ∑ −′′= s s akakakkakkkak dIdI xxxx 1)()(ˆ      

∑ ∑ −′′= s s bkbkbkkbkkkbk dIdI xxxx 1)()(ˆ     

∑ ∑ −′′= s s bkbkbkkbkakkkba dIdI xxxx 1
,: )()ˆ(ˆ    

We then compute the imbalance components shown in equations 
(3.4.4) and (3.4.5): 

abIMB bIMB= + baIMB  

where   

=abIMB ∑ −s
k

k P
Pd

N
2)1

ˆ
(ˆ

1
; bIMB = ∑ −s

bk
k P

Id
N

2)1
ˆ

(ˆ
1

;

2)
ˆˆ

(1 ∑∑
−

=−= s
bkk

k
s k

babba P
IPd

d
IMBIMBIMB  

Tables 4.2.2. to 4.2.5 describe the four scenarios (actual, and three 
examples of interventions) in terms of the intervention points, the 
vector pair ( ax , bx ), the imbalance, the distance 

)1/( PIMBdist abnrr −=  and the balance )1/1/(11 −−= PIMBBI ab . 

Table 4.2.2 is computed on the actual LCS 2009 data, as collected, 
without any interventions. We choose to place all the x-variables 
(see Section 4.1) in the monitoring vector, so that  

))(( GenderCivilAgePhoneOriginOwnerEduca ++++××=x            (4.2.2) 
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of dimension  8+1+3+1+1 = 14. (One age category is suppressed in 
order to have an invertible matrix .) There is no bx -vector, so 

akk IP ˆˆ = , and aab IMBIMB =  where 

=aIMB 2)1
ˆ

(1
−∑∑ s

ak
k

s k P
Id

d
 

Table 4.2.2 shows the distance nrrdist  and the balance 1BI , 

computed at three intermediate points. These are: attempt 8 of the 
ordinary data collection, the end of the ordinary data collection, and 
attempt 3 of the follow-up. The row Final refers to the very end of 
the data collection. We contrast Table 4.2.2 with three examples 
involving interventions. 

In Example 1 (Table 4.2.3) we again use ax  in (4.2.2) as monitoring 
vevtor, and no bx -vector. The data collection is subject to “the 25% 

dropping rule”. The values kP̂  are computed at each point and 25% 

of the units in the LCS 2009 sample, those with the largest kP̂ , are set 
aside each time. Table 4.2.1 illustrates the procedure. For example, at 
point 2 we set aside 1/3 of the 3n/4 units still under consideration. 

Table 4.2.1  
The 25% dropping rule illustrated 
Point Set of units 

under 
consideration 

Number 
set 

aside 

Cumulative number 
set aside 

Quantile for 
setting aside 

Remaining 
number of units 

1 n n/4 
largest 

n/4 75% n - n/4  =  
3n/4 

2 3n/4 n/4 
largest 

n/4+(3n/4)×(1/3) 
= n/2 

66.7% n – n/2  =  n/2 

3 n/2 n/4 
largest 

n/2+(n/2)×(1/2) 
=  3n/4 

50% n  -  3n/4  =  
n/4 

4 n/4     
 

In Example 2 (Table 4.2.4) we specify the monitoring vector as 
)( OriginOwnerEduca ××=x  of dimension 8, and a supplement vector, 

)( GenderCivilAgePhoneb +++=x  of dimension 7. The data set is 
obtained from the actual LCS 2009 by applying the 25% dropping 
rule at the points mentioned for Example 1. 

Example 3 (Table 4.2.5) illustrates a variation of the approach with 
response propensities. Here the interventions consist in dropping, at 
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each intervention point, those units having attained a specified 
threshold value for response propensity kP̂ , namely, in this case 0.60 
or greater. This is a subjective choice; in practice, it would be 
justified by “a reasonable expectation” for the ultimate response rate 
in the survey. We have here chosen five intervention points: 
attempts 5, 8, 12 of the ordinary field work, the end of the ordinary 
field work, and attempt 3 of the follow-up (as identified by the 
WinDATI-events). 

The end value (the row Final) of the distance distr|nr is lower with the 
interventions in Examples 1, 2 and 3 (situated in the range 0.51 to 
0.38), when compared with the Actual LCS (where it is as high as 
0.62). With interventions we thus improve substantially over the 
actual LCS 2009 data collection; we expect it from theory, and the 
empirical results confirm it. 

The best results (shortest distance, highest balance) happen for 
Example 3 (Table 4.2.5) with its five interventions and the 60% 
stopping rule. At “Final”, the distance distr|nr is then the shortest, 
0.379, and the balance BI1   is the highest, 0.814.   

(By comparison, Table 6.8 of LS (2012) contrasted the actual LCS 
2009 data collection with three experimental strategies, but derived 
differently. The best distance distr|nr obtained in that Table 6.8 was 
0.383; however, this was computed on the somewhat different 
“Standard x-vector,” so the two situations are not completely 
comparable.) 

We note that the row Final for Actual LCS 2009 in Table 4.2.2 (done 
with the response propensity approach) is confirmed by the column 
Final in Table 4.1.1 (done with the ANIMB approach in Table 3.1.1): 
BI1  = 0.71, distr|nr = 0.62 ,  100×IMBa = 4.1. 

Table 4.2.2  
Actual LCS data collection (no interventions), vector xa of dimension 
14 given by (4.2.2); no vector xb  

Data collection point 100×P BI1 distr|nr IMBa 
Number 
of call 
attempts 

Attempt 8 ordinary 53.0 0.743 0.515 0.0585 33807 
End ordinary 60.4 0.730 0.552 0.0479 42652 
Attempt 3 follow-up 63.8 0.721 0.581 0.0443 47711 
Final 67.4 0.708 0.623 0.0414 53258 
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Table 4.2.3  
Example 1. Vector xa of dimension 14 given by (4.2.2); no vector xb  

Data collection point 100×P BI1 distr|nr IMBa 
Attempt 8  ordinary 53.0 0.743 0.515 0.0585 
End ordinary 58.6 0.767 0.473 0.0385 
Attempt 3 follow-up 60.0 0.782 0.446 0.0318 
Final 60.5 0.796 0.418 0.0272 
Final reduction of call attempts in %: 16.1 
 
Table 4.2.4  
Example 2.  Vector xa of dimension 8 given by (4.1.1);  xb of dimension 
7 given by (4.1.2) 

Data collection point 100×P BI1 distr|nr IMBab IMBb IMBa|b 
Attempt 8 ordinary 53.0 0.725 0.551 0.0669 0.0390 0.0279 
End ordinary 58.6 0.734 0.537 0.0494 0.0322 0.0171 
Attempt  3 follow-up 60.5 0.742 0.528 0.0435 0.0309 0.0126 
Final 60.8 0.750 0.513 0.0403 0.0304 0.0100 
Final reduction of call attempts in %: 16.5 
 
Table 4.2.5  
Example 3.  Vector xa of dimension 14 given by (4.2.2); no vector  xb . 
Stopping rule: response propensity 60% or greater 

Data collection point 100×P BI1 distr|nr IMBa 
Attempt 5 ordinary 44.3 0.763 0.478 0.0709 
Attempt 8 ordinary 52.5 0.760 0.481 0.0522 
Attempt12 ordinary 56.0 0.777 0.449 0.0390 
End ordinary 57.3 0.787 0.430 0.0337 
Attempt 3 follow-up 58.7 0.801 0.404 0.0278 
Final 60.1 0.814 0.379 0.0229 
Final reduction of call attempts in %: 15.4 
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5 Analysis of domains 
5.1 Full y-data 
As the Summary points out, this report consists of several parts. The 
present Section 5 of the report forms part 2, devoted to the 
estimation for domains in the presence of nonresponse.  

As is well known, survey estimates are usually needed not only for 
the whole population but also for a variety of subpopulations 
(domains). In this section we illustrate domain estimation for the 
LCS 2009 data, for five selected domains. We are interested in seeing 
how the estimates for those domains evolve during data collection, 
including the changes in the estimates and their tendency to 
stabilize more or less as the data collection goes on. The LCS sample 
is considered a simple random sample from the whole population. 
The five domains are not identified in advance – they are 
“unplanned domains” – so the number of observations that fall in a 
given domain is random. 

Persons in charge of a survey will typically maintain that accurate 
estimates require an ultimate overall response rate as high as 
possible. On the other hand, common sense tells us that it is useless 
to lengthen the data collection period unless it brings distinctly 
better features in the estimates, which can be computed and 
inspected continuously, along with their precision, as the data 
collection unfolds.  

For those who manage and supervise the survey, two features of the 
data collection are usually of particular interest: (i) whether or not 
the estimates become “stable” relatively early in the data collection 
period, so that changes are small later in the period, and (ii) whether 
or not the estimates become sufficiently precise, as measured by the 
coefficient of variation (cv), if not early in the data collection period, so 
at least at the end. When the progression is closely examined – 
something seldom done in practice, for lack of time and other 
reasons – a typical pattern is that stability (small changes in the 
estimates) occurs quite early in the data collection and that the 
changes in the cv are minute, particularly in the later stages of the 
data collection. These patterns are confirmed by our analysis in this 
section. 
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In the terminology of Section 3.1, this Section 5.1 illustrates the 
FULL case, where register variables are used as study variables, 
with  yk-values available for all sk ∈ . They are called pseudo y-
variables. Unbiased domain estimates can be computed, and we can 
study other aspects than just (i) and (ii). We use three pseudo y-
variables, Benefits, Income and Employed. Related to important real y-
variables in the LCS, they were explained in LS(2012) and were used 
in Section 3.1 of this report. 

Section 5.2 illustrates the INCOMPLETE case, where the yk-values 
are limited to rk ∈ . In that case we can compute the point estimates 
and their cv continuously during data collection, so aspects (i) and 
(ii) can still be studied. 

The estimates for the three pseudo y-variables are examined in this 
section with the aid of four measures, or four aspects, all of them 
viewed as a function of the contact attempt number in the LCS 2009 
data collection:  

(i) the calibrated estimate of the domain mean 

(ii) the precision of the domain estimate, measured by the 
coefficient of variation (cv),  

(iii) the relative difference of the calibrated estimate and of 
the expansion estimate from the unbiased domain 
estimate (the RDF)  

(iv) the variance proportion of the mean squared error, 
defined as the estimated variance divided with the 
estimated mean square error. 

We choose here to examine estimates of y-variable means, for 
domains and for the whole population.  One reason is that mean 
estimates are frequently used in the LCS production. Moreover, it is 
easier to compare domains through means than through totals. 
When the study variable is binary, the mean is a proportion, thus 
between zero and one. 

The four measures are defined in detail below. Besides being simple 
to compute, they bring important insight into the properties of the 
estimates and the nature of the bias. Although their definitions are 
simple and intuitive, they have important differences and may lend 
themselves to conflicting interpretations. One must be aware of 
exactly which aspects of the estimates that matter the most. 
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With aspect (i) we can examine the stability of the estimates as the 
data collection proceeds; with aspect (ii) we can track the changes in 
the measure of precision (the cv). But neither (i) nor (ii) elucidate the 
main problem with nonresponse, namely the bias. But this is 
possible with (iii) and (iv), which require pseudo y-variables 
available for the whole sample. These aspects give important insight 
into the effect of the bias on the domain estimates. The choice of 
pseudo y-variables should be made in consultation with persons 
well familiar with the survey and its content; they should be linked 
to, or resemble, central real target variables. 

The aspect (iv) is a proportion showing the contribution of the 
variance to the mean square error, which is the sum of variance and 
squared bias. A small value for this proportion indicates that the 
bias, not the variance, is the major cause of inaccuracy. This is an 
undesirable situation, because in practice the variance can usually be 
assessed (through the variance estimate) whereas the bias remains 
hidden. If we rely only on the variance estimate, we risk to get an 
unrealistically favorable impression of the accuracy. 

In this Section 5.1 we examine the aspects (i)-(iv) for the three 
pseudo y-variables and for each of five domains, defined by age 
groups: 16-24 years, 25-44 years, 45-64 years, 65-74 years and 75+ 
years. Age groups are important in the presentation of LCS results.  

We now specify the measures (i) to (iv). For the three pseudo y-
variables we can compute the unbiased full sample (Horvitz-
Thompson) estimate, and thereby obtain the RDF measures for 
aspect (iii). The calibration estimator, computed on the response set, 
is based on the combined x-vector of dimension 14 given by (4.2.2), 
that is, 

))(( GenderCivilAgePhoneOriginOwnerEduca ++++××=x           (5.1.1)   

The computations rely on the following formulas: We denote by aU  
a domain with size aN  of the population U , UUa ⊆ , by as  the part 

of the sample s  falling in aU  and by ar  the set of respondents from 

as . There are five age group domains, a = 1, …, 5. The domain mean 

akUa Nyy
a

/∑=  is estimated under full response by the essentially 

unbiased estimator =say , )/()( kskks dyd
aa

∑∑ , under nonresponse by 

=ray , )/()( krkkr dyd
aa

∑∑  (which uses design weights only and is 

likely to be considerably biased) or by =aCALy
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)/()( kkrkkkr mdymd
aa

∑∑  (which uses calibrated weights and is likely 

to be less biased). The calibration factors km  are common to all 
study variables and are given in Section 2.2. 

Expressed as functions of domain total estimates we have 

aEXPaEXPra NYy ˆ/ˆ
, =  with kkraEXP ydY

a
∑=ˆ  and kraEXP dN

a
∑=ˆ , and 

aCALaCALaCAL NYy ˆ/ˆ=  with kkkraCAL ymdY
a

∑=ˆ  and kkraCAL mdN
a

∑=ˆ . 

When UUa = , these formulas, with the index a suppressed, give the 
mean estimates for the entire population U . 

We computed the mean estimates aCALy  and their variance estimates 

)(ˆ
aCALyV  with Statistics Sweden’s software ETOS, see 

Andersson (2012), Section 5.5. The coefficient of variation is 
computed as 

aCAL

aCAL
aCAL y

yVvc
2/1)(ˆ

100ˆ ×=                                                       (5.1.2) 

The relative differences (in per cent) for domain a rely on the same 
principle, (3.1.8), as in the estimation of totals: 

sasarara yyyyRDF ,,,, /)(100)( −×=  

sasaaCALaCAL yyyyRDF ,, /)(100)( −×=  

We note that )ˆ()( , aEXPra YRDFyRDF = . To obtain the measure (iv) for 

aCALy  we need an estimation of its mean square error, the sum of the 
estimated variance and an estimate of the square of the bias. We 
note that say ,  is constant for all call attempts (because based on the 

full sample), whereas aCALy  changes, as new data enter with each 
additional call attempt. We use 2

, )( saaCAL yy −  as an estimate of the 
squared bias. The estimated mean squared error is therefore 

2
, )()(ˆ)(ˆ saaCALaCALaCAL yyyVyems −+=   

It can be computed for each pseudo y-variable after each call 
attempt, on the data available at that point. The quantity 

VarProp = )(ˆ/)(ˆ100 aCALaCAL yemsyV×  

is a measure (in per cent) of the proportion contributed by the 
variance to the mean squared error. VarProp will be near 100% if 
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there is no bias. When VarProp is low, the interpretation is that the 
mean squared error is dominated by the bias, in other words a 
message about the importance of the nonresponse bias. 

Because VarProp uses estimates of the two components of the mean 
squared error, it may be subject to considerable variability. 
Therefore VarProp should be interpreted with some care.  

Tables 5.1.1-5.1.6 show the development of the measures (i) to (iv) as 
a function of the attempt number in the LCS 2009 data collection. 
Each table has three parts. From top to bottom, they refer to the 
three pseudo y-variables,  Benefits,  Income, and  Employed.   

Table 5.1.1 presents the results for the mean estimates CALy  for the 
whole population. Tables 5.1.2  to 5.1.6 presents the results for the 
domain mean estimates aCALy  for the five age domains,  a = 1,…,5.  

In Table 5.1.1 we note: 

• At Final, CALy  has a distinctly smaller RDF than EXPy , which 
confirms the expectation that the auxiliary information used in 

CALy  has a favourable effect.  

• At a cursory look, the point estimate CALy  looks quite stable from 
Attempt 12 to Final. But the table also shows that a different view 
of stability is obtained by looking instead at )( CALyRDF . For 
example, for Benefits, )( CALyRDF  ranges considerably, from -0.7 
at Attempt 12 to as much as  -4.6 at Final. The RDF can be 
positive or negative, so it specifies the position of CALy  vis-à-vis 

the unbiased estimate sy . For all three variables in Table 5.1.1, 
)( CALyRDF  changes its sign during the data collection. That is, 

there is a point in the data collection where CALy  and the 
unbiased estimate agree. 

• As can be expected, the precision, as measured by the coefficient 
of variation cv, decreases as more and more data come in. But the 
drop is minute. The cv hardly changes at all from Attempt 12 to 
Final. There are virtually no gains in precision by pursuing the 
data collection beyond Attempt 12.  

• VarProp decreases from Attempt 12 to Final, for all three 
variables. The principal reason is an increased squared bias 
component (because )( CALyRDF  increases). The decreasing trend 
in VarProp sends the message that the bias (and not the variance) 
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becomes increasingly harmful as the data collection goes on; it is 
an undesirable feature of LCS 2009 data collection. 

For the five domains (Tables 5.1.2 to 5.1.6) we expect less stable 
patterns. One reason is that the sample size is not very large for 
some of them. Moreover, the variables have age related features, 
which can lead to unpredictable results. For example, a feature of 
the variable Benefits is that sickness and related benefits are quite 
rare among persons in the age domains 16-24, 65-74 and 75+. And 
for natural reasons, the variable Employed is at low levels in the 
domain 75+.  

• An inspection of the domain estimates aCALy  shows small 
changes over the course of the data collection. This gives a certain 
impression of stability. However if we inspect RDF instead, the 
variation is seen in a different light. In several cases, the RDF 
shifts sign during the data collection. That is, at some point in the 
data collection, the calibration estimator aCALy  is very close to the 

unbiased estimate sy . 

• The variable Benefits is at a very low level among the youngest 
(Table 5.1.2) and particularly among the oldest (Table 5.1.6). It is 
known that the benefits in question accrue predominantly to 
persons in the active age groups, 19-64 years. For the oldest 
group 75+, the values intended for Table 5.1.6 were unreliable 
and therefore suppressed. 

• Comparing )( ,rayRDF  and )( aCALyRDF  at the point Final we see 

that it can happen that )( ,rayRDF  is the smaller of the two, 

stating that ray ,  is closer to the unbiased estimate than aCALy . For 
example, in Table 5.1.5 (age group 65-74) the Final values for 
Benefits are 0.5 for )( ,rayRDF  compared with 8.3 for )( aCALyRDF . 
This can of course happen in isolated cases. But a majority of the 
cases confirms the expectation that aCALy  “works better”, so that, 
at Final, )( aCALyRDF  is smaller in absolute value than )( ,rayRDF . 

• The low incidence of Benefits in the domains 16-24, 65-74 and 75+ 
gives high cv. Also not surprising, high cv for Employment occurs 
for the oldest domain, 75+ (Table 5.1.6).   

• A near zero value of )( aCALyRDF  does not imply that cv is also 
low. They measure different, but important, aspects. The former 
indicates bias, the latter indicates precision (because it reflects the 
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variance). A comparison of the domains for the column Final 
reveals several different patterns in the relationship between  

)( aCALyRDF  and cv.    

• At the point Final, VarProp is well below 50% in most of the 15 
combinations of domain by study variable. It suggests that bias, 
not variance, is the principal cause of inaccuracy. Particularly 
large values of VarProp occur for the domain 64-75 (Table 5.1.5). 

In summary, this Section 5.1 emphasizes that the measures (i) and 
(ii) can at best give an incomplete picture of the problem of 
inaccuracy caused by nonresponse. We have suggested that the 
measures (iii) and (iv) are valuable, not to say necessary, 
complements for an evaluation of the survey results. 

Table 5.1.1  
Total sample (all ages), size of sample:   n = 8,220   

  Attempt number     Follow-up     
  1 5 12 End ord. 1 4 Final 

Pseudo variable  Benefits        
)( ryRDF  -10.0 -7.2 -7.9 -7.9 -8.0 -9.3 -9.4 

)( CALyRDF  9.1 3.2 -0.7 -1.9 -2.1 -3.8 -4.6 

CALy×100  14.8 14.0 13.4 13.3 13.3 13.0 12.9 

CALvc ˆ  8.0 4.4 3.9 3.8 3.8 3.7 3.6 
VarProp 47.7 66.9 96.7 79.4 76.4 46.3 36.6 
Pseudo variable  Income        

)( ryRDF  0.3 3.6 6.8 7.4 7.1 6.7 6.7 
)( CALyRDF  -0.2 0.8 3.3 3.7 3.7 3.5 3.3 

CALy×−410  22.4 22.6 23.1 23.2 23.2 23.2 23.1 

CALvc ˆ  2.2 1.2 1.1 1.1 1.1 1.1 1.0 
VarProp 99.3 67.4 11.3 8.7 8.8 9.0 9.7 
Pseudo variable  Employed        

)( ryRDF  -9.0 -1.1 3.1 4.2 4.1 4.3 4.8 
)( CALyRDF  -1.5 1.1 2.5 2.9 2.9 3.3 3.1 

CALy×100  66.0 67.6 68.6 68.9 68.9 69.1 69 

CALvc ˆ  2.1 1.1 0.9 0.9 0.9 0.9 0.9 
VarProp 66.5 52.0 13.3 9.5 9.4 7.4 8.0 
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Table 5.1.2  
Domain Age 16-24; size of sample in the domain: 1,118 

  Attempt number     Follow-up     
  1 5 12 End ord. 1 4 Final 

Pseudo variable  Benefits        
)( ,rayRDF  -80.6 -21.7 -27.2 -22.4 -20.1 -17.4 -20.4 

)( aCALyRDF  -83.4 -19.7 -26.7 -23.3 -21.4 -20.1 -23.0 

aCALy×100  0.6 3.0 2.8 2.9 3.0 3.0 2.9 

aCALvc ˆ  99.7 27.4 24.6 23.3 22.7 21.6 21.6 
VarProp 3.8 55.5 31.3 37.0 40.9 42.2 34.2 
Pseudo variable  Income        

)( ,rayRDF  8.3 -4.9 -7.0 -5.6 -5.3 -4.4 -4.4 
)( aCALyRDF  -1.3 -7.4 -8.7 -7.2 -6.6 -5.9 -6.4 

aCALy×−410  5.6 5.2 5.2 5.3 5.3 5.3 5.3 

aCALvc ˆ  11.8 7.2 6.3 6.1 6.0 5.8 5.7 
VarProp 98.7 44.4 30.7 38.2 42.4 46.1 40.4 
Pseudo variable  Employed        

)( ,rayRDF  5.0 -0.7 -0.7 0.4 0.5 2.0 2.3 
)( aCALyRDF  3.4 -2.3 -2.3 -1.1 -1.0 0.6 0.8 

aCALy×100  70.5 66.6 66.6 67.4 67.5 68.6 68.7 

aCALvc ˆ  6.1 3.4 3.0 2.9 2.8 2.7 2.6 
VarProp 77.5 67.7 60.9 87.8 88.7 94.9 92.3 
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Table 5.1.3  
Domain Age 24-44; size of sample in the domain: 2,622  

  Attempt number     Follow-up     
  1 5 12 End ord. 1 4 Final 

Pseudo variable  Benefits        
)( ,rayRDF  10.0 -0.7 -5.1 -5.6 -5.5 -6.6 -6.7 

)( aCALyRDF  10.9 0.8 -3.0 -4.3 -4.2 -5.5 -4.7 

aCALy×100  13.0 11.8 11.4 11.2 11.2 11.1 11.2 

aCALvc ˆ  16.9 9.0 7.8 7.5 7.5 7.3 7.1 
VarProp 74.6 99.2 86.2 73.9 74.0 61.7 67.6 
Pseudo variable  Income        

)( ,rayRDF  4.7 7.6 9.9 10.7 11.1 9.9 9.7 
)( aCALyRDF  2.3 3.3 6.1 7.1 7.5 6.6 6.3 

aCALy×−410  25.4 25.7 26.3 26.6 26.7 26.5 26.4 

aCALvc ˆ  4.5 2.1 1.8 1.8 1.8 1.8 1.7 
VarProp 80.0 29.6 9.4 6.9 6.2 7.4 7.6 
Pseudo variable  Employed        

)( ,rayRDF  6.8 6.2 7.2 7.5 7.6 7.4 6.9 
)( aCALyRDF  4.9 3.3 4.8 5.3 5.3 5.3 4.7 

aCALy×100  89.6 88.2 89.6 90.0 90.0 90.0 89.4 

aCALvc ˆ  2.4 1.3 1.0 1.0 1.0 0.9 0.9 
VarProp 21.0 15.1 5.0 3.8 3.6 3.4 4.3 
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Table 5.1.4  
Domain Age 45-64; size of sample in the domain: 2,626  

  Attempt number     Follow-up     
  1 5 12 End ord. 1 4 Final 

Pseudo variable  Benefits        
)( ,rayRDF  5.0 -3.5 -8.1 -8.7 -8.6 -10.6 -11.6 

)( aCALyRDF  10.6 2.6 -1.2 -2.2 -2.3 -4.8 -5.9 
aCALy×100  28.8 26.7 25.7 25.5 25.5 24.8 24.5 

aCALvc ˆ  9.2 5.2 4.6 4.5 4.5 4.4 4.4 
VarProp 48.3 80.3 93.3 80.8 79.1 43.7 32.9 
Pseudo variable  Income        

)( ,rayRDF  0.4 2.8 6.4 6.2 5.8 5.9 5.7 
)( aCALyRDF  -3.5 -1.5 2.0 2.0 1.6 2.1 1.9 

aCALy×−410  28.0 28.6 29.6 29.6 29.5 29.7 29.6 

aCALvc ˆ  3.5 1.8 1.9 1.8 1.8 1.7 1.7 
VarProp 47.9 58.7 46.6 45.8 56.4 41.3 45.8 
Pseudo variable  Employed        

)( ,rayRDF  -2.6 4.0 5.0 5.1 5.0 5.2 5.2 
)( aCALyRDF  -6.3 0.3 1.4 1.5 1.5 1.9 1.9 

aCALy×100  74.9 80.2 81.0 81.1 81.1 81.4 81.4 

aCALvc ˆ  3.5 1.6 1.4 1.3 1.3 1.3 1.2 
VarProp 21.9 96.0 47.8 43.1 44.9 30.4 29.4 
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Table 5.1.5  
Domain Age 65-74; size of sample in the domain:  976 

  Attempt number     Follow-up     
  1 5 12 End ord. 1 4 Final 

Pseudo variable  Benefits        
)( ,rayRDF  -22.0 -8.1 -0.8 -1.3 -2.4 0.6 0.5 

)( aCALyRDF  -31.1 1.9 9.0 8.2 6.6 8.7 8.3 
aCALy×100  5.6 8.2 8.8 8.8 8.6 8.8 8.8 

aCALvc ˆ  28.7 16.1 13.8 13.6 13.6 13.1 12.9 
VarProp 28.9 98.6 73.5 76.4 82.9 72.7 73.8 
Pseudo variable  Income        

)( ,rayRDF  2.3 3.1 4.2 4.9 4.6 4.5 4.3 
)( aCALyRDF  -4.3 -1.6 0.2 1.0 0.8 0.8 0.8 

aCALy×−410  21.8 22.4 22.8 22.9 22.9 22.9 22.9 

aCALvc ˆ  4.2 2.4 2.3 2.3 2.2 2.3 2.3 
VarProp 46.3 68.5 99.4 85.1 88.8 88.9 87.9 
Pseudo variable  Employed        

)( ,rayRDF  12.3 5.2 10.1 10.0 8.8 7.4 7.9 
)( aCALyRDF  -2.3 -1.4 3.5 3.7 2.5 1.6 2.3 

aCALy×100  33.4 33.7 35.4 35.5 35.1 34.8 35 

aCALvc ˆ  10.5 6.1 5.3 5.2 5.2 5.1 5.1 
VarProp 95.0 95.0 70.9 68.6 81.8 91.7 83.0 
 
 
  

Statistics Sweden 65 



Analysis of domains Responsive design, Phase II 

Table 5.1.6  
Domain Age 75+; size of sample in the domain:  878 

  Attempt number     Follow-up     
  1 5 12 End ord. 1 4 Final 

Pseudo variable  Benefits        
)( ,rayRDF  - - - - - - - 

)( aCALyRDF  - - - - - - - 
aCALy×100  - - - - - - - 

aCALvc ˆ  - - - - - - - 
VarProp - - - - - - - 
Pseudo variable  Income        

)( ,rayRDF  9.4 7.7 6.9 6.6 6.3 5.8 5.8 
)( aCALyRDF  6.7 5.9 4.8 4.7 4.6 4.1 4.1 

aCALy×−410  17.4 17.3 17.1 17.1 17.1 17.0 17.0 

aCALvc ˆ  3.1 2.0 1.9 1.9 1.9 1.8 1.8 
VarProp 19.2 11.5 14.5 14.7 15.3 18.0 17.5 
Pseudo variable  Employed        

)( ,rayRDF  -25.1 26.0 25.9 24.7 29.4 27.0 27.7 
)( aCALyRDF  -35.1 18.6 20.0 19.6 24.5 21.5 22.1 

aCALy×100  5.0 9.0 9.2 9.1 9.5 9.3 9.3 

aCALvc ˆ  33.3 14.9 13.8 13.8 13.4 13.1 13.0 
VarProp 27.5 47.6 40.8 41.6 31.6 35.5 33.9 
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5.2 Incomplete y-data 
We study the estimation of means for five real study variables for 
the five age-domains specified in Section 5.1. That is, we are dealing 
now with the INCOMPLETE case, in the terminology of Section 3.1: 
The ky -values are available only for the responding units .rk ∈  The 
five study variables were selected in consultation with LCS subject 
matter specialists. They are dichotomous, with the following names 
and definitions:   

• Smoke equals one for a person who smokes daily; zero other-
wise.  

• Dentist equals one for a person who has visited the dentist (in 
the last 12 months); zero otherwise. 

• Trip equals one for a person who has gone on a holiday trip (in 
the last 12 months); zero otherwise. 

• Threat equals one for a person victim of threat or violence (in the 
last 12 months); zero otherwise. 

• No-space equals one for a person living in overcrowded 
conditions, according to a norm; zero otherwise. 

The mean of each variable, in a given subpopulation (domain), is the 
proportion of persons with the characteristic in question. In this 
INCOMPLETE setting, we can compute the population mean 
estimate CALy , the domain mean estimates aCALy , and their 
coefficients of variation, cv, but not the measures RDF and VarProp 
used in Section 5.1. The auxiliary vector (5.1.1) is used to compute 
the calibration  estimator aCALy . The three pseudo y-variables 
considered in Section 5.1 are not present in this auxiliary vector. 
Also not present  in (5.1.1) are a few other auxiliary variables used in 
producing the LCS estimates, namely, Employed, Income, Social 
allowance, Geographical region and Immigrated after year 2000. 
However, the conclusions in this section would not be markedly 
different for an auxiliary vector to some degree different from 
(5.1.1). 

Figures 5.2.1 and 5.2.2 show graphs of the five population mean 
estimates CALy  (in per cent) and their corresponding cv. Figures 

5.2.3 to 5.2.12 show the five domain mean estimates aCALy  (in per 
cent) and their corresponding cv. The variance estimates needed for 
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the cv were computed with the software ETOS, see 
Andersson (2012), section 5.5. 

We note some features of the figures: Figure 5.2.1 shows smooth 
developments for most estimates of the whole population mean. 
Among the five inspected variables, the mean estimate for Trip 
changes the most, with some increase over the data collection. 
However, all five means in Figure 5.2.1 settle into a stable pattern 
quite early in the ordinary field work. The cv’s in Figure 5.2.2 show a 
declining trend, as was the case in Table 5.1.1 for the pseudo y-
variables, and the rate of the decline of the cv is very small after 
attempt 5.  

As Figures 5.2.3 to 5.2.12 show, the domain mean estimates aCALy  
are quite variable in the early stages the data collection, but the 
fluctuations subside after attempt 12, and from then on, then  
estimates  change only negligibly until the end. A similarly stable 
pattern holds for the domain cv’s . Our conclusion is that if Figures 
5.2.1 to 5.2.12 were the only basis for decisions about the LCS data 
collection, it would be hard to justify doing a follow-up in this 
survey. 

Similarly as for the variable Benefits in Section 5.1, the estimated 
proportions are very small for some variables and groups, because 
of rarity of the characteristic in certain age brackets. Examples 
include the variable Threat in the two oldest age groups 
(Figures 5.2.9 and 5.2.11), and the variable No-space in the 65-74 
group (Figure 5.2.9). The cv’s are large in these cases, even extremely 
large, as seen for example for Threat in Figures  5.2.10 and 5.2.12. 
Similar unreliability was the noted for the register variable Benefits 
in Section 5.1.  

It is clear that one cannot base important conclusions about the 
domains on estimates such as those shown in figures  5.2.9 and 
5.2.11. These estimates are quite unreliable, in part because of an 
unknown bias, particularly for small groups and rare characteristics. 

In the figures we also see that the age domain estimates differ 
considerably for one and the same variable. For example, the final 
estimates for Threat and No-space are, comparatively speaking, very 
high among the youngest (Figure 5.2.3), whereas the age domain 25-
44 shows a very low value on Dentist (Figure 5.2.5). The age domain 
45-64 shows very high estimate for Smoker (Figure 5.2.7); and the 
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two oldest age domains show very low estimates for No-space and 
Threat (Figures 5.2.9 and 5.2.11).  

Differences in the age domain estimates for a given y-variable are 
often predictable, given our general knowledge about society. For 
example, it may be expected that the Threat estimate is highest in the 
youngest age groups, but what we ignore about the estimates for 
these groups is the extent and direction of the bias; should the 
estimate be higher or lower?  

The argument that the estimates have achieved stability at a certain 
point is often not a sufficient reason for stopping the data collection. 
Stability (a minute change) in the estimates does not imply that bias 
is low, or that a balanced response set has been achieved.  However, 
a strong reason for actively striving to improve the balance during 
the data collection is that the risk of bias may be reduced.  

When we inspect the evolution of the estimates during data 
collection, in the hope of bringing improvement (a reduction of 
bias), then we must have a good idea whether the estimate at a 
certain point is under- or overestimating. For some real y-variables, 
an examination of related register variables may help towards 
predicting the sign of the bias. For example, a perspective on the age 
domain estimates for No-space can be obtained by examining the 
related register variable Owner, considered in  Section 5.1. But the 
ways in which register variables can help to assess the sign of the 
bias for real study variables needs to be studied in more depth; it is a 
topic of future research. In such work, one should inspect both 
register variables and real survey variables, with methods proposed 
in this Section 5.  
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6 The Swedish PIAAC survey 
6.1 Short description of PIAAC 
The Programme for the International Assessment of Adult Compe-
tencies (PIAAC) is a multinational survey sponsored by the OECD. 
The PIAAC was carried out for the first time in 2011 and 2012. Its 
objective is to assess the level and the distribution of adult skills in a 
coherent and consistent way across countries. It focuses on the key 
cognitive and workplace skills that are required for successful 
participation in 21st century society and economy. PIAAC will also 
gather a range of other information including the antecedents and 
outcomes of skills, as well as information on usage of information 
technology and literacy and numeracy practices generally. Sweden 
is among the participating countries. The data collection is carried 
out by Statistics Sweden, while the development, estimation and 
analysis is carried out by a consortium of institutions under contract 
with OECD. 

The background and the design are as follows: The target popula-
tion is defined to consist of all non-institutionalized individuals 
aged 16-65 years. The Swedish Register of Total Population, which 
allows stratification by a number of variables, is used to draw the 
Swedish PIAAC sample. The stratification variables (with the 
number of categories in parenthesis) are: Gender (2), Age (5), 
Country of Birth (2), and Level of Education (3). The number of 
strata for the PIAAC sample  s  is thus 2×5×2×3 = 60. Simple random 
sampling with proportional allocation is used in each stratum; the 
sample is essentially self-weighting. 

The survey requirements specify a minimum number of completed 
assessments (completed responses) of 5,000. The sample size used 
for the Swedish sample is 10,000, which, with an initially expected 
overall response rate of 51%, would satisfy the requirement of 5,000 
completed assessments.  

The PIAAC data collection was carried out as follows: Face-to-face 
interviews were conducted by a staff of interviewers using the 
Swedish CATI-system, WinDATI. An initial contact, by telephone, 
with the sampled person served to fix an appointment for the face-
to-face interview.  
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All attempts by interviewers to establish contact with a sampled 
person are registered by the WinDATI system. For every sampled 
individual, WinDATI thus records a series of “call attempts”, which 
are used in our analysis. The ordinary field work lasted 7 weeks, 
followed by a break during which the follow-up was prepared. The 
break and the follow-up period differ in length for different 
(random) sample groups. Field work was originally planned to be 
concluded by March 31, but was extended to May 16 because of the 
low response rate. 

6.2 Applying balance and distance indicators to 
PIAAC 

SAS routines for computing the balance and the distance measures 
were developed and used in LS(2012) to study the LCS 2009 data 
collection. One objective with this section is to illustrate that these 
programs can be applied to other surveys than LCS 2009.  PIAAC 
uses stratified sampling, whereas simple random sampling (constant 
design weights for all units) was the case in LCS 2009. Some modi-
fication of the SAS routines was necessary; as expected, we found 
this modification feasible. Consequently, balance, R-indicators and 
distance can be computed for the PIAAC. Due to late incoming 
results from the follow-up, these measures are computed only up 
until the end of the ordinary data collection. 

Another objective was to see if the unattractive patterns for the 
LCS 2009 data collection carry over to the PIAAC, notably, a 
decreasing balance and an increasing distance. For comparability, 
we used essentially the same auxiliary vector as in LCS 2009 to 
calculate the balance measure BI1, the unadjusted and the adjusted 
representativity  R, and the distance distr|nr , over the course of the 
PIAAC data collection. 

The monitoring vector ax used to analyze the PIAAC study is of 
dimension seven, defined by the following categorical auxiliary 
variables: Phone (equaling 1 for a person with accessible phone 
number; 0 otherwise); Education (1 if high; 0 otherwise). Age group 
(four zero/one coded groups; age brackets -25. 26-45. 46-55. 56-);  
Region (equaling 1 if resident in Stockholm; 0 otherwise); Country of 
origin (Sweden; other). We call it the PIAAC standard x-vector. 

The value akx  is known for all sk ∈ , that is, for respondents as well 
as for nonrespondents. The variable Property ownership used in the 
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standard x-vector for the LCS study was replaced here by Region, 
believed to be better for forming groups with substantial response 
rate differences. 

The data set analyzed here covers the full PIAAC sample of 10,000 
units (persons), but is restricted to field work and WinDATI events 
prior to April 13, 2012. Hence Table 6.2.1 refers only to the ordinary 
field work period. 

Table 6.2.1 shows the development of the balance indicator BI1, the 
unadjusted and the adjusted  R, and the distance distr|nr, all viewed 
as functions of the call attempt number in the ordinary PIAAC data 
collection. As in LCS 2009, both the balance and the distance 
develop in “the wrong direction” during the data collection: The 
balance decreases and the distance increases. 

As Table 6.2.1 also shows, the balance and the distance change very 
little from attempt eight (where the achieved response rate is 29.2%) 
until the end of the ordinary data collection (where the response rate 
is a disappointingly low 35.4%). Contributing to the minute changes 
in these measures is that the contact attempts in the later stages of 
the data collection bring very few additional responses.  

The strategy for the follow-up in PIAAC differs from that of the LCS 
survey. After the termination of the ordinary field work, a classi-
fication tree analysis was performed in order to identify groups with 
low response rates and therefore likely to contribute considerably to 
nonresponse bias. These groups were given priority in the follow-up. 

Classification trees is a technique that selects auxiliary variables and 
interactions among these variables. A well known method of this 
kind is CHAID (see Kass 1980). Here we used the treedisc macro 
developed and provided by the SAS institute. This method is similar 
to CHAID; for details, see the comments in the SAS code. The 
classification tree is constructed by partitioning the sample into 
subsets based on the categories of one of the predictor variables. The 
variable selected to form a partition is the one most significantly 
associated with the dependent variable, according to a chi-squared 
test of independence. The process is repeated up to a point where no 
further significant splits occur, or that a predefined stopping 
criterion is met. 

In the tree analysis, the 0/1 response indicator is modeled using a 
number of register variables, available for the full sample, as 
explanatory variables. The register variables used in the analysis are 
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gender, origin, marital status, employed, age, education level, income and 
region. As already explained, the follow-up results came too late to 
be included in the analysis in Table 6.2.1. 

Table 6.2.1  
The PIAAC 2012 data collection: Progression of the response rate P 
(in per cent), the balance indicator  BI1,  unadjusted  R , adjusted R, 
and the distance distr|nr. The computations are based on the PIAAC 
standard x-vector explained in this section 

Attempt 
number 

 
100×P 

 
BI1 

 
R unadj. 

 
R adjusted 

 
distr|nr 

2 5.0 0.940 0.965 0.970 0.276 
3 11.7 0.916 0.929 0.934 0.262 
4 17.8 0.893 0.894 0.898 0.281 
5 22.0 0.879 0.871 0.875 0.293 
6 25.1 0.872 0.856 0.860 0.295 
7 27.7 0.859 0.844 0.847 0.315 
8 29.4 0.856 0.837 0.841 0.316 
9 30.7 0.854 0.834 0.838 0.316 
10 31.8 0.852 0.830 0.834 0.318 
11 32.5 0.852 0.830 0.834 0.316 
12 33.1 0.853 0.828 0.832 0.313 
13 33.6 0.851 0.827 0.831 0.315 
14 33.9 0.854 0.829 0.833 0.309 
15 34.3 0.852 0.827 0.831 0.311 

       

20 34.9 0.853 0.825 0.829 0.309 
End ordinary  

field work 35.4 0.851 0.822 0.825 0.311 

   Follow-up   
2      
3      
4  Not available    
5      

       

10      
Final      
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7 Embedded experiment with 
LCS 2011 

7.1 Background 
Concurrently with the work reported in LS (2012), a project was 
launched with a mission to improve the data collection routines in 
the LCS. The objective was to improve both resource allocation and 
survey quality. The results would also be useful for Statistics 
Sweden’s data collection department, because an improved contact 
strategy would facilitate the control of costs and interviewer 
resources. 

A part of the 2011 LCS sample (called the experiment sample) was 
reserved for testing a new contact strategy. The idea was to compare 
this sample, through an embedded experiment, with the rest of the 
sample (the control sample), which obeyed the ordinary LCS contact 
strategy. The experiment sample data collection was defined in 
terms of different call intensities for different persons, using 
paradata from the WinDATI system (“contact protocol data”) and 
auxiliary data. For example, younger persons would receive more 
call attempts than older persons. An objective was to obtain in the 
end a well balanced final response, or at least one that is better 
balanced than with the ordinary data collection.  

SCB’s project group for the experiment included persons from the 
data collection department, the department responsible for the LCS, 
and one survey methodologist from the process department. 
Working together, this group designed the experiment in the spring 
of 2011. 

7.2 Departures from the original plan 
The original plan was to carry out the data collection differently in 
various subgroups of the experiment sample. For example, the 
number of contact attempts would depend on the group. For the 
follow-up in the experiment sample, the idea was initially to 
combine predefined call strategies with modified advance letters 
and incentives. Due to a disappointingly low data inflow in the 
ordinary field work for the control sample, the interventions 
planned for the follow-up in the experiment sample were 
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subsequently abandoned. The management decided to abandon the 
planned modified advance letters, and to administer instead an 
incentive for all follow-up individuals. Thus the old fixation on 
achieving the highest possible overall response became the ruling 
principle for the experiment sample also. Therefore, the empirical 
results reported below for the experiment sample are presented in 
two parts: (i) based on the actually observed data and (ii) based on 
“interventions in retrospect”, by deleting some respondents and 
their y-data in the follow-up portion.  

The LCS data collection in the experiment uses three starting weeks: 
Week 33, Week 35 and Week 37. During the first of these, the survey 
manager noted that the interviewers for the experiment sample felt 
uncomfortable with the idea to attempt just one single call to a 
sampled person in a selected time slot. They instead tended to place 
additional calls to persons they believed “would answer next time.” 
The management worked hard trying to convince the interviewers 
of the importance of adhering to the experiment call strategy. In the 
second and particularly in the third starting week, the interviewers 
did follow the strategy. Section 7.3 deals with the ordinary data 
collection; Section 7.3.1 for the experiment sample and Section 7.3.2 
for the control sample. For the follow-up, a cross-over experiment 
was designed with an idea to test if the experiment interviewers 
produced a higher response rate than the control sample 
interviewers. Although the cross-over was carried out, an analysis of 
its results is not presented in this report. 

7.3 Ordinary data collection 

7.3.1 Experimental design and data collection strategy in 
experiment sample 
In this section we describe the design for the experiment, which 
started in September 2011, lasted until December 2011, and was 
conducted in Statistics Sweden’s CATI-environment. 

The LCS 2011 sample is considered a simple random sample from 
the Swedish population. Profiting from the experience with LCS 
2009, we distributed (“post-stratified”) the autumn portion of the 
LCS 2011 sample, denoted s of size n = 2,108 persons, into five 

sample groups denoted s1 to s5. They were formed with the aid of 
auxiliary variables, as described in the following. Then each of the 
five groups was further divided, randomly, into two equal-sized 
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parts, one experiment part and one control part. We obtain thereby 
the “experiment sample”, consisting of five “call groups”,  sCG1 to 
sCG5. The call groups are treated differently in the data collection. We 
can describe the experiment sample as a two-phase sample with 
stratification of the first-phase sample. The “control sample” also 
consists of five parts, but these play no role in the data collection; 
these five parts are put together and are subjected to the standard 
LCS data collection routine. But the units in the control sample 
groups can be identified and described in terms of auxiliary 
characteristics. 

Once identified, the call groups sCG1 to sCG5 were made to differ in 
regard to features of the data collection, such as the number of call 
attempts and the time of day at which calls were to be placed. To 
manage the call schedules, the queue system in WinDATI was 
overruled. Instead, the call schedule was defined by a paper-based 
contact form for each unit in the experiment sample. This form 
specified the time points for the calls to be made. The interviewers 
were instructed to mark on the contact form the time and the 
outcome of each call attempt. Consequently, the survey manager 
had to spend time in coordinating the interviewing, and to make 
sure that just one call attempt would really happen in the specified 
time slots. The experiment was limited to five groups, so as to limit 
the survey manager’s task. 

The group s1 was formed by a use of register variables known to be 
good indicators of over-coverage. Based on earlier experience (see 
SCB (2010), page 44), it is safe to conclude that a number of sampled 
persons are not (any longer) residing in the country during the data 
collection period in question. On good grounds, s1 is assumed to 
contain a high proportion of the sample over-coverage, and by 
singling out this group, the number of unproductive call attempts 
can be reduced. The remaining four groups, s2 to s5, were identified 
with the aid of the following dichotomous auxiliary variables: Age 
(65 and older; under 65), Origin (non-Swedish born; Swedish born), 
and Property ownership (owner; non-owner). The groups were 
formed sequentially: First s1 was identified. Then s2 was formed as 

those in s - s1 who are non-Swedish born and non-owners. Then s3 
was formed as those in  s - s1 - s2  who are Swedish born and aged 
65 and older, or who are non-Swedish born aged 65 and older and 
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owners. Then s4 was formed as those in s - s1 - s2 - s3 and who are 
Swedish born younger than 65 and owners. The remainder, of 
mixed composition, is the group s5. Table 7.3.1 summarizes the 
procedure and shows the percentage proportion of each group out 
of the total sample s. 

Table 7.3.1.  
Principal characteristics of the five groups, s1 to s5, and their 
proportion (in per cent) out of the whole sample  s 

s1  Probable over-coverage   [2%] 

s2  All ages, non-Swedish born non-owners   [14%] 

s3  
Aged 65 and over, Swedish born and non-Swedish born 
owners  [21%] 

s4  Aged up to 64, Swedish born owners   [23%] 

s5  Aged up to 64, remaining mixed group   [39%] 
 

The breakdown of the entire sample s on the five groups s1 to s5, 
and the breakdown of each group on its control and experiment 
part, are shown in Table 7.3.2. The call groups, sCG1 to sCG5, of the 
experiment sample are essential for the call scheduling; based on an 
analysis of the LCS 2009 data, these groups are made to differ in 
regard to the number of call attempts and the time-slots for making 
calls.  

Earlier experience had suggested that sCG3 and sCG4 are groups “easy 

to contact”. More particularly, persons in sCG3 are usually easy to 
locate, with a listed number for a fixed landline telephone. However, 
for age related reasons, some persons in sCG3 experience difficulty in 
participating in a telephone interview. Persons in sCG3 and sCG4 
generally have a positive attitude to the survey and its topic; these 
are high responding groups, provided contact can be made at a 
suitable time of day. The group sCG5 is considered moderately 

difficult to enter in contact with; both sCG2 and sCG5 require 
particular attention in planning the contact routines. 

 

80 Statistics Sweden 



Responsive design, Phase II Embedded experiment with LCS 2011 

Table 7.3.2  
Distribution of the LCS 2011 autumn sample s on the five groups, and 
subdivided into control sample and experiment sample 

Group s1 s2 s3 s4 s5 Entire  s 

Control 24 152 225 243 411 1055 

Experiment 24 151 225 242 411 1053 

Total 48 303 450 485 822 2108 
 

Different call attempts schedules were created for the five call 
groups sCG1 to sCG5 that make up the experiment sample. This task 
was considerably facilitated by the co-operation of the survey 
manager, whose thorough knowledge of the available interviewer 
resources was essential for the time slot scheduling. It was decided 
to apply higher call attempt intensity during the first three data 
collection weeks, and that units who had shown four non-contact 
attempts would be inspected and if necessary traced again. The 
lowest call intensity was applied in sCG1 (the suspected over-
coverage) and the highest in sCG2 (born abroad) and in sCG5 (the 
mixed although moderately difficult group). 

It was also considered to start making calls in the evening, between 
5 and 9 PM, primarily for sCG2 to sCG5. For sCG3 it was deemed 
inappropriate to call after 7 PM, but for practical reasons it was not 
possible to adhere to this rule for persons 65 and older in sCG2. At 
present, the LCS does not have a policy to abstain from calling older 
persons after 7 PM, although it is well known that it is better to 
avoid late calls for those persons. 

Table 7.3.3 shows the call strategies planned for the five call groups 
sCG1 to sCG5. The shaded areas indicate the number of call attempts 
during the first three field work weeks. For sCG2, nine call attempts 
are scheduled during the first three weeks, as contrasted with only 
three attempts for sCG1. For sCG2, sCG4 and sCG5, most of the calls are 
scheduled for evenings and weekends. There are minor differences 
between the three groups; fewer calls are planned for sCG4. The 

group sCG3 containing persons 65 years or older has lower call 
intensity during the first three weeks, and the calls are planned for 
day time or early evening. Note that the groups have different caps 
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for the number of call attempts; the cap is lowest for sCG1  with four 
attempts, and highest for sCG2  and sCG5  with 12.  

Table 7.3.3.  
The experiment sample LCS2011, planned contact strategy in ordinary 
field work. The columns represent the five call groups: week in 
ordinary field work, day in week and time for call 

    SCG1       SCG2       SCG3      SCG4      SCG5   

Attempt   Week Day  Time     Week Day  Time    Week  Day  Time    Week  Day  Time    Week  Day   Time  

1 w1 Mo-Th 12-17  w1 Mo-Th 19-21  w1 Mo-Th 17-19  w1 Mo-Th 19-21  w1 Mo-Th 17-19 

2 w1 Fri   9-12  w1 Mo-Th 17-19  w1 Fri   9-12  w1 Mo-Th 19-21  w1 Mo-Th 19-21 

3 w3 Sat 10-14  w1 Sun 12-17  w2 Mo-Th 17-19  w1 Sun 19-21  w1 Sun 17-19 

4 w6 Sun 19-21  w2 Mo-Th 17-19  w3 Sat 11-14  w2 Mo-Th 17-19  w2 Mo-Th 19-21 

          
Control of unit 

                        

5     w2 Fri   9-12  w3 Sun 17-19  w2 Sun 19-21  w2 Mo-Th 19-21 

6     w2 Sun 17-19  w5 Mo-Th 17-19  w3 Mo-Th 17-19  w2 Fri   9-12 

7     w3 Mo-Th 19-21  w6 Fri   9-12  w3 Sat 10-14  w3 Mo-Th 19-21 

8     w3 Sat 10-14  w7 Sun 12-17  w5 Sun 12-17  w3 Sat 10-14 

9     w3 Sun 19-21      w6 Mo-Th 19-21  w3 Sun 19-21 

10     w5 Mo-Th 19-21      w7 Sun 17-19  w5 Mo-Th 19-21 

11     w6 Sun 19-21          w6 Sun 12-17 

12     w7 Mo-Th 19-21          w7 Mo-Th 19-21 

 

7.3.2. Data collection strategy in the control sample.  
The ordinary eight week data collection routines, as used earlier in 
LCS, were followed for the control sample. For that time period, 
twelve call attempts were planned; the interviewers should in 
principle spread the calls over suitable time points during week 
days and weekends. This is however hard to administer, because all 
interviews are done by the central CATI-group, with interviewers 
working shifts and under instruction to follow the call schedule 
device built into the central CATI-system, WinDATI. The ability to 
spread the twelve calls over time depends on the interviewers’ 
working hours and on the CATI-system. The high pressure on 
interviewer resources at Statistics Sweden could lead to less than 
optimal time shifts for the control sample. After four unanswered 
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calls, it would be desirable to check if the phone number in use is 
valid or not, but there was no procedure for implementing this.  

7.4. The follow-up data collection 
As mentioned in Section 7.2, the ordinary data collection resulted in 
very low data inflow, especially for the control sample. As a 
consequence the management decided that all follow-up action 
should focus on improving the overall response rate for the control 
and experiment samples together. All nonresponding units, those in 
both samples, were inspected at the end of the ordinary data 
collection by the survey manager, and only those deemed likely to 
deliver a response were selected for the follow-up.  

All persons in the follow-up portion of the experiment sample were 
subjected to the same call strategy, consisting in ten calls distributed 
over predetermined time slots in the three week follow-up period.  

The follow-up portion of groups s2 and s5 in the control sample was 
randomly split into two halves. One half was to follow the 
experiment data collection strategy and the other half was to follow 
the ordinary LCS follow-up data collection. This set-up, a cross-over 
experimental design, made it possible to investigate if the 
experiment interviewers produced higher response than the control 
interviewers. The reason that only groups s2 and s5 were chosen for 
the cross-over was a particularly low response in the control sample 
for these groups, see Table 7.6.1. But as mentioned in Section 7.2, the 
analysis of the cross-over was not carried out because of lack of 
time. 

Incentives were used in the follow-up, for both samples, in an 
attempt to encourage a response. 

7.5 Interviewer allocation for experiment sample 
and control sample 

The data collection was carried out, for both experiment and control 
sample, by interviewers in the central CATI-group, but they were 
not the same for the two samples. Before the start, the CATI 
interviewers were informed that an experiment was planned for the 
fall interviewing, and those interested in working as experiment 
interviewers were encouraged to sign up, although at no extra 
benefits. Thirteen interviewers signed up.  

Statistics Sweden 83 



Embedded experiment with LCS 2011 Responsive design, Phase II 

The experiment interviewers were briefly instructed about the 
purpose of the experiment and about the use of the call schedules 
specified on the contact form. During the field work, the survey 
manager was continuously in touch with these interviewers. When 
an interviewer had no more units to call in the work shift, he or she 
would switch to other surveys and/or to work with the LCS control 
sample. The call attempts for the experiment sample were done by 
the experiment interviewers. At the planning stage it was expected 
that the experiment interviewers might produce a higher response 
rate, because they would feel particularly motivated by participating 
in an experiment. Another hypothesis is that those who signed up 
were also more skilled or persuasive. 

The control sample interviewers worked under the traditional data 
collection routines (see also Section 7.3.2). They were not allowed to 
call units in the experiment sample.  

7.6 Results based on the actually observed data 
Table 7.6.1 shows results of the ordinary field work. Response rates 
and mean number of call attempts are given for the five control 
sample groups and for the five experiment sample groups (the call 
groups) sCG1 to sCG5. All groups show higher response rate in the 
experiment sample. It should be noted that while the control sample 
interviewers are not allowed to interview call group units, they can 
obtain data such as name, gender, age and geographic location for 
all sampled persons. This may influence an interviewer’s contact 
attempt frequency. The tables show that older persons got fewer call 
attempts than planned, both in the control sample and in the 
experiment sample. This may reflect a “common sense attitude” on 
the part of the interviewers, namely that, despite the instructions 
they receive, they place fewer calls to older persons than what the 
contact strategy specifies. 

The strategy for the experiment sample appears more successful in 
that call attempts become transferred from relatively high 
responding groups to more difficult groups, such as s2, Non-Swedish 
born non-owner, and s5, Mixed group. These have higher average 
number of call attempts in the experiment sample than in the control 
sample. Also, the use of register information had the positive effect 
of reducing the number of calls in the group s1, Suspected over-
coverage. The number of units in this group is however very small. 
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A logistic regression was carried out with the response indicator as 
the dependent variable and a number of explanatory variables: 
Paradata such as call group membership, number of calls, and 
starting week and auxiliary variables such as property ownership, 
education, country of origin, age, civil status and gender. This 
analysis showed that the experiment sample produced a 
significantly higher response rate at the one per cent level. The mean 
number of call attempts was practically the same in the experiment 
sample and in the control sample.  

It is important to note that the results suggest possibility to realize a 
higher response rate in the LCS without increasing the number of 
calls. 

Table 7.6.1  
Ordinary field work: Response rate in per cent and average number of 
call attempts for the five groups of control and experiment sample. 
The groups s1 to s5 are explained in Table 7.3.1  

Group   Control  Experiment  

 S1  Response 
Call attempts  

29% 
6.5  

33% 
3.7  

 S 2  Response 
Call attempts  

27% 
6.4  

40% 
6.8  

 S 3  Response 
Call attempts  

51% 
4.4  

56% 
4.0  

 S 4  Response 
Call attempts  

48% 
6.6  

60% 
5.7  

 S5  Response 
Call attempts  

42% 
6.5  

47% 
6.9  

 Total  Response 
Call attempts  

43% 
6.1  

50% 
5.9  
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Table 7.6.2  
Total field work (ordinary and follow-up): Response rate in per cent 
and average number of call attempts for the five groups of control and 
experiment sample. The groups s1 to s5 are explained in Table 7.3.1 

Group   Control  Experiment  

 S1  Response 
Call attempts  

33% 
7.8  

38% 
5.4  

 S 2  Response 
Call attempts  

43% 
9.7  

50% 
9.0  

 S 3  Response 
Call attempts  

64% 
5.5  

62% 
5.1  

 S 4  Response 
Call attempts  

56% 
8.2  

72% 
8.2  

 S5  Response 
Call attempts  

54% 
8.8  

60% 
9.9  

 Total  Response 
Call attempts  

55% 
8.1  

61% 
8.2  

 

The total field work (ordinary and follow-up) is portrayed in 
Table 7.6.2. A comparison of the experiment sample and the control 
sample is more difficult to interpret than for the ordinary field work 
alone, as in Table 7.6.1. Initially, the idea with the experiment 
sample was to intervene in the data collection to boost the response 
in groups with particularly low response, but this idea was 
abandoned. As Section 7.4 describes, the follow-up cases for the 
control sample were divided into two parts, where the smaller 
random was given the same treatment as the experiment sample. 
Nevertheless, the bulk of the response is collected during the 
ordinary field work, where the experimental plan was in effect.  

The overall response rate is significantly higher in the experiment 
sample, and there is no significant difference for the average number 
of call attempts.  

For all groups but s3, Table 7.6.2 shows a higher response rate for 
the experiment sample. Although essentially the same number of 
calls was placed in the control sample and in the experiment sample, 
the latter yielded a six per cent higher overall response rate, 61% as 
compared with 55%. A future task would be to analyze the results in 
Tables 7.6.1 and 7.6.2 in more depth. 
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We now compare the two samples in regard to (i) the relative 
difference RDF  (for selected pseudo y-variables), (ii) the balance  
BI1 of the response set, and (iii)  the distance distr|nr between 
respondents and non-respondents. Do those indicators show more 
favourable values for the experiment sample than for the control 
sample? 

The x-vector used in the computations for Tables 7.6.3 and 7.7.1 is  

)( 51 GenderCivilEducSSa +++++= x                                  (7.6.1) 

of dimension  5+1+1+1 = 8, where Si, for i = 1,…,5, is the zero/one 
indicator of membership in group i,  and Educ, Civil and Gender are 
the dichotomous variables  defined in Section 3.1. The vector (7.6.1) 
does not include Phone, which was unavailable at the time of the 
analysis, but includes instead the group indicators.  

First we examine how the measures change during the field work, 
for each of the two samples. The relative differences (in percent) 

)ˆ( CALYRDF  and )ˆ( EXPYRDF  are shown in Table 7.6.3 for two pseudo 
y-variables (register variables): Income (continuous) and Employment 
(dichotomous), see Section 3.1. The register variable Benefits, used 
earlier for LCS 2009, was unavailable at the time of the analysis. 
Table 7.6.3 also shows the balance measure BI1 and the distance 
measure distr|nr.   

As Table 7.6.3 shows, these measures progress, over the series of call 
attempts, in a manner that is, on the whole, more satisfactory for the 
control sample. At the end of the ordinary field work, both balance 
and distance show slightly better values in the control sample, and 
the contrast with the experiment sample is even more pronounced 
for the RDF’s; the control sample shows CALŶ  and EXPŶ  as clearly 

closer to the unbiased FULŶ  for both Income and Employment. In the 
follow-up, balance and distance were slightly improved for the 
control sample, but this did not happen in the experiment sample, 
where instead they deteriorated. )ˆ( CALYRDF  progressed in the 
wrong direction (getting further away from zero) for both samples 
and for both pseudo y-variables. This raises serious questions about 
the efficiency of the follow-up.  

It is difficult to explain why the experiment sample performs rather 
poorly in comparison with the control sample, when the opposite 
was expected. In the ordinary data collection, the experiment sample 
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interviewers followed a regimented contact strategy, while those for 
the control sample were not allowed to prioritize specific sampled 
units; instead their calling order was determined by the queuing 
system in WinDATI. (This does not apply to the follow-up, where 
the data collection routines differed negligibly between the two 
samples.) Our hypothesis is that in the ordinary data collection, the 
control sample procedure gives a “more random” set of respondents 
than the experiment sample procedure, something which could 
explain why the control sample shows more favorable values on 
most of the computed measures.  

  

88 Statistics Sweden 



Responsive design, Phase II Embedded experiment with LCS 2011 

Table 7.6.3  
The LCS 2011 data collection: progression of RDF (for Income and 
Employment) 1BI  and nrrdist | . Computations based on the 8-
dimensional vector (7.6.1) 

Experiment sample 

  Income  Employment    

Attempt # 100×P )ˆ( CALYRDF  )ˆ( EXPYRDF  )ˆ( CALYRDF  )ˆ( EXPYRDF  BI1 distr|nr 

1 6.0 1.3 6.3 3.5 -9.2 0.900 0.422 
2 18.6 0.5 15.0 1.8 5.1 0.815 0.475 
3 25.5 -0.9 13.7 2.6 5.3 0.792 0.478 
8 44.6 0.7 11.2 5.1 8.4 0.785 0.432 
15 49.8 1.4 11.4 7.3 10.7 0.778 0.443 

End 
Ordinary 50.3 1.3 11.4 8.0 11.2 0.773 0.453 

Follow-up 
1 52.0 1.5 11.2 8.0 11.4 0.775 0.450 
5 58.2 3.0 10.4 7.8 11.1 0.788 0.430 
10 60.2 2.7 9.9 9.1 12.8 0.777 0.455 

Final 61.4 2.2 9.3 9.9 13.8 0.771 0.470 

        
Control sample 

  Income  Employment    

Attempt # 100×P )ˆ( CALYRDF  )ˆ( EXPYRDF  )ˆ( CALYRDF  )ˆ( EXPYRDF  BI1 distr|nr 

1 7.4 -9.9 -2.7 -12.9 -18.6 0.862 0.526 
2 16.2 -5.4 -1.7 -2.7 -6.1 0.850 0.406 
3 24.0 -3.4 3.9 0.0 0.3 0.811 0.442 
8 38.2 -1.2 7.4 0.3 3.3 0.787 0.438 
15 42.3 -2.1 5.4 -0.3 3.2 0.779 0.448 

End 
Ordinary 42.7 -0.7 6.0 0.1 3.3 0.788 0.428 

Follow-up 
1 44.9 1.8 9.0 -0.6 2.5 0.785 0.433 
5 52.9 3.3 9.2 3.3 4.5 0.787 0.427 
10 54.1 3.2 8.4 4.4 4.9 0.801 0.399 

Final 54.5 3.2 8.3 4.7 5.2 0.803 0.396 
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7.7 Results based on interventions in retrospect 
The analysis in this section serves to demonstrate, by an “analysis in 
retrospect”, what could have happened if we had stopped data 
collection attempts for units having attained a high response 
propensity at the end of the ordinary field work. This method for 
“constructing” a final response set is explained in Section 3, and 
illustrations are given in Section 4.2. When applied after the end the 
ordinary field work, it is easy to build this technique into the LCS 
data collection. It should be noted that the sample size is not very 
large here, something which may affect the response propensity 
scores and the subsequent analysis.  

We present in Table 7.7.1 (the last two lines) two illustrations of 
interventions in retrospect for the experiment sample. These are 
compared in Table 7.7.1 (the first two lines) with the results, given in 
Section 7.6 for the two samples, at the end of the actual data 
collection (which is without any interventions). 

Both cases of intervention start from the LCS 2009 data, as they are 
at the end of the ordinary field work. We pretend that contact 
attempts are stopped at the end of the ordinary data collection for 
units with high response propensity at that point, and that the 
follow-up focuses only on units with low response propensity, 
calculated with the auxiliary vector (7.6.1), 

∑ ∑ −′′= s s akakakkakkkak dIdP xxxx 1)()(ˆ  

Hence there is one and only one intervention point, namely at the 
end of the ordinary data collection. Note that the procedure, as used 
here, will necessarily result in a lower final overall response rate. 
Given that the survey outcome is fixed, we cannot attempt to 
redirect the resources saved to more intensive contact attempts for 
units with low response propensity; this is what might happen in a 
real application. Our purpose is only to see if it is possible through 
this simple intervention to get better balance, reduced distance, and 
a lower risk of bias.  

The first intervention strategy, labeled “Stopping rule 60%”, consists 
in dropping, at the end of the ordinary field work, units with 
response propensity 60.0ˆ >akP . The second intervention strategy, 
labeled “Stopping rule 48.7% (median)”, uses the median response 
propensity, 0.487, computed at the end of the ordinary field work. 
That is, units with 487.0ˆ >akP  are dropped for the follow-up. One 
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can describe the first illustration as more conservative, the second as 
more risky. Both are subjective choices, serving here only the 
purpose of illustration. 

The primary interest in Table 7.7.1 lies in comparing the two actual 
data collections (the first two lines; taken from Table 7.6.3) with the 
two collections with intervention (lines three and four). The 
measures shown in the table are the relative difference )ˆ( CALYRDF  
(for the pseudo y-variables Income and Employment), the balance  BI1 
of the final response set, and the final value of the distance distr|nr 
between respondents and non-respondents.  

Table 7.7.1  
Comparison of actual data collection (Control and Experiment 
sample) with intervention at the end of ordinary field work for 
Experiment sample. Computations based on auxiliary vector  xa  given 
by (7.6.1) 

  Income Employment    

Field work 100×P )ˆ( CALYRDF  )ˆ( CALYRDF  BI1 distr|nr 
Number 
of call 
attempts 

Actual data collection; from 
Table 7.6.3       

Control sample 54.5 3.2 4.7 0.803 0.393 8531 
Experiment sample 61.4 2.2 9.9 0.771 0.470 8667 

Examples of intervention 
after ordinary field work,  
Experiment sample       

Stopping rule: 60% 
response propensity 59.5 2.5 10.1 0.818 0.371 8380 
Stopping rule: 48.7% 
[median] response 
propensity 

56.7 2.5 10.1 0.850 0.302 7792 

 
Table 7.7.1 shows that the intervention considerably improves both 
balance and distance for the experiment sample. The balance is 
higher and the distance is lower, despite lower response rates, 
compared with the actual data collection. This is noted already for 
the conservative 60% stopping rule (line three); the riskier stopping 
rule (line four) yields even better balance and even lower distance. 

Similar interventions computed for the control sample also showed 
that they lead to higher balance and lower distance. 
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Turning to )ˆ( CALYRDF  we see in Table 7.7.1 that the intervention 
does not give clear improvement. This can of course happen; it 
depends on the particular pseudo y-variables considered. Compared 
with the actual experiment sample, both RDF’s are slightly higher 
after intervention. That they are higher in comparison with the 
control sample is not surprising, in view of the discussion in Section 
7.6. 

The results in Section 7.6 indicated that the experiment call strategy 
produces a markedly different response set than the control sample 
data collection. For example, the data show that the control sample 
achieves high response for the group s3 of older persons, whose 
income and rate of employment is usually lower than for people in 
the 34 to 64 age bracket. This has an impact on the results. In the 
auxiliary vector (7.6.1) used here for computation, the variable Age is 
confounded in the groups s1 to s5. A different choice of auxiliary 
vector might produce substantially better results for the experiment 
sample  RDF’s.  

The results also suggest that a sole intervention at the end of the 
ordinary field work may be too little and too late. We believe that 
interventions during the ordinary field work would have shown a 
different evolution, with better final values in the measures. Another 
factor is that they are computed here on samples of an approximate 
size of only 1,000. In the LCS 2009, the computations rest on a 
sample eight times greater, something which surely affects the 
estimates and thereby the RDF’s. It is not clear if for example the 
value 9.9 of )ˆ( CALYRDF  for the experiment sample is significantly 
different from the corresponding value  4.7 for the control sample.  
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7.8 Conclusions.  
In conclusion we remark the following: 

• The experiment sample data collection gives mixed results. The 
higher response rate in the experiment sample is not accompanied 
by clearly better values on the indicators, balance, distance and 
RDF’s; see Table 7.6.3.  

• Test statistics need to be developed for balance, distance and RDF, 
to make it possible to test if a data collection other than “a 
standard one” is significantly better. A test statistic for the RDF 
may be relatively easy to develop if the full sample estimate FULŶ  
is regarded as a fixed constant. For the balance and distance 
indicators, the construction of test statistics is more demanding. 
One solution is to use the R-indicator see The Program Cockpit 
found at http://www.risq-project.eu/tools.html.  

• As the results in Section 7.7 suggest, it may be “too little, too late” 
to wait until the follow-up to apply an intervention. The 
possibility of interventions during the ordinary field work needs 
to be investigated.  

• For the particular x-vector (7.6.1), the calibration estimator gave 
better estimates than the expansion estimator, both for the 
experiment and the control sample, see Table 7.6.3. But alternative 
x-vectors should be tried, because the CALŶ  estimates depend on 
the vector specification, and so do the corresponding RDF’s.  

• The data collection proposed for the experiment sample is 
probably similar to how the field interviewers approach their 
work, whereas the central CATI-group (which handled the control 
sample) works in ways which seem to give a more random 
response set and therefore more favorable values for the indicators 
; this holds at least for the ordinary data collection (before the 
follow-up).  

• The contact strategy for the experiment outlined in Table 7.3.3 is 
impractical for data collection in a typical survey at Statistics 
Sweden. However, a modified version might be implemented in 
the CATI-system. To prioritize cases by assigning them to different 
points in time is important in Statistics Sweden’s continuing efforts 
to improve the survey response rates. Results in this study 
indicated that time of call was important for increasing response, 
and conversely that inconvenient timing increased the 
nonresponse.  
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• We conclude that more experimentation is needed to find ways to 
reduce the risk of bias.  

• The interviewer effects, if any, should be studied. However, our 
preliminary conclusion is that the time of call has a stronger 
impact on the response rate than the interviewer differences.  
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8 Discussion 
In this R&D report we have wanted to present the main features and 
results of the second phase of a project on Responsive Design at 
Statistics Sweden. Results of the first phase were reported in 
LS (2012). 

A key concept in the report is indicators. They mirror different 
aspects of the nonresponse problem and are useful in guiding the 
data collection. They are complements to the response rate, which is 
in itself insufficient for describing the quality of the survey response. 

Our indicators are general and designed for use in probability 
sampling surveys, where the inclusion probabilities are known, and 
several auxiliary variables are available. The report shows how to 
use the indicators in monitoring the data collection in already 
established surveys and also shows how they might be used in 
embedded experiments, where new types of data collection are 
tried.  

Relevant recent articles dealing with the nonresponse problem, with 
an emphasis on the data collection phase, are for example Schouten 
et al. (2012) and Wagner (2012). The former gives a broad 
description of uses of indicators in connection with nonresponse 
error, including an overview of the R-indicator and the work 
accomplished in the RISQ-project. Wagner (2012) sets up a typology 
of data sources with three levels; our approach fits best in the level 
“the response indicator and frame data/paradata.” 

Beginning in Section 3, we use the important term balance to refer to 
the equality of respondent mean and full sample mean, for specified 
variables. In practice we can measure the balance on the chosen 
auxiliary vector (called x-vector), because the values of all variables 
in this vector are known for responding units as well as for 
nonresponding units.  

By contrast, balance cannot in practice be ascertained for study 
variables (real y-variables). As equation (3.1.1) specifies, the 
response set r is perfectly balanced on the study variable y if 
response and full sample means agree, so that  sr yy = . This is a 
conceptual definition. Nonresponse makes perfect balance on a real 
study variable impossible, because y is observed only for the 
responding units. 
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But in methodological study, the question of balance on y-variables 
can be examined for selected register variables (pseudo y-variables), 
available for all units in the selected sample  s. This approach is also 
used in the report. 

It is important is to seek balance on a suitable auxiliary vector. As 
Section 3 points out, if the response is balanced for a vector kx  
highly related to the study variable y, then even the primitive 
expansion estimator is close to unbiased. More specifically, the 
response set  r  must satisfy two conditions to realize the perfect y-
variable balance 0=− sr yy : (i)  sr xx =  (balance on the chosen x-
vector) and (ii)  sr bb = (equality of the regression vectors for 
response set and full sample). In the data collection we can attempt 
to come close to realizing (i). But this does not imply that condition 
(ii) is close to being fulfilled, so y-variable balance may at best be 
partially realized. This reflects the well known fact that nonresponse 
bias is never completely eliminated, but at best to a degree. Further 
theoretical and empirical work around these questions  - the 
importance of (i) in relation to (ii)  - is being planned. 

The traditional view of auxiliary variables holds that they are 
instruments for nonresponse adjustment at the estimation stage, 
after a completed data collection. To use the auxiliary variables to 
inform and modify the data collection is a relatively recent 
development, inspired by the literature on responsive design. 
Today, not much auxiliary information finds use in the data 
collection, regrettably, since such information may be abundant, as it 
is at least in Scandinavia. 

A motivation for an increased and systematic use of auxiliary 
information in the data collection phase is that the production can be 
streamlined, and a better control of the field work becomes possible. 
The data inflow can be continuously studied, and its emphasis can 
be altered, for example by focusing on low-responding subgroups, 
identified with the aid of selected auxiliary variables. These 
variables form what we refer to as the monitoring vector.  

The choice of auxiliary variables depends on the purpose. For 
example, if the objective is to improve the balance with respect to 
designated sample groups, then one selection of auxiliary variables 
may be preferred, whereas other auxiliary variables might be 
preferred if the objective is instead to reduce the standard errors of 
subpopulation (domain) estimates. 
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All available auxiliary variables need not or should perhaps not be 
used for the monitoring function. Auxiliary variables not chosen for 
the monitoring are included instead in a vector that we refer to as 
the supplementary vector.  

The monitoring vector is an important instrument for the data 
collection, and the supplement vector becomes important at the 
estimation stage, where variables from both vectors may be used in 
computing the calibrated weights for the estimates, with an 
objective to control both bias and variance. 

Two different ways of monitoring the field work are outlined and 
investigated in Section 3. We call the first approach analysis of 
imbalance (ANIMB), a name that suggests similarities with a 
traditional analysis of variance. The concepts conditional imbalance 
and partial conditional imbalance arise naturally through the ANIMB. 
Although different both in derivation and in empirical aspects, these 
concepts have some resemblance to conditional representativity and 
conditional partial representativity, as used in Bethlehem et al. (2011) 
and in the RISQ project. 

The second approach uses response propensities for interventions 
during the data collection period. The response propensity method can 
be applied in the field work with little extra effort. It can be based on 
some or all of the available auxiliary variables.  

Both methods, the ANIMB and the response propensity method, are 
illustrated empirically in Section 4, on LCS 2009 data and with 
different specifications of the auxiliary vector. Although they are 
computationally simple, their implementation in the production at 
Statistics Sweden requires further work. 

In Section 5 we study the use of the indicators in estimation for 
domains. Five age group domains were used for this illustration. We 
find that the indicators are less stable (have more variability) for the 
domains than for the entire sample, not entirely surprising because 
of fewer data in the domains. We examine the development of the 
domain mean estimates as the data collection proceeds, in particular 
how and when the means stabilize, as more and more respondent 
data enter. With the coefficient of variation (the cv) we track the 
changes in the measure of precision. But although both are 
desirable, neither stabilized means nor low cv’s will give a clear 
message about the crucial problem with nonresponse, that is, the 
bias. The estimates can be stable and their cv’s satisfactorily low, but 
the bias nevertheless high. 
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Section 5 emphasizes that an examination of register variables (and 
their estimates) can contribute much to an understanding of 
inaccuracy caused by nonresponse. But the degree to which register 
variables can help in forecasting the size and the direction of the bias 
for real study variables is a topic that deserves more in-depth study. 

Section 6 shows a small scale application of the existing SAS-
program for computing balance and associated measures in a 
different survey setting, namely, the Swedish part of the 
multinational PIAAC survey. This exercise shows that the program 
code is sufficiently general to allow application in other survey 
conditions. The indicators and measures are fairly simple to code, 
making possible a SAS tool of general scope.   

Most of this paper focuses on methods for an already established 
data collection strategy. But when we use our methods to intervene 
in the data collection (in an established survey or in a new survey), 
good statistical practice requires significance testing to see if an 
improvement in balance or other characteristics is really 
accomplished. Such significance tests need to be further developed. 

Section 7 reports results of a carefully designed embedded 
experiment, in which a new contact strategy is contrasted with the 
traditional contact strategy in the LCS. The use of our measures 
facilitate and enrich the evaluation of the new contact strategy; 
despite a six per cent higher overall response rate with the new 
strategy, which is in itself very encouraging, the indicators show 
however that there is no clear improvement in balance, distance or 
RDF. The experiment also shows how difficult it can be to complete 
a carefully planned alternative data collection in harmony with 
traditional objectives firmly entrenched in a large statistical 
organization.  

Based on the findings in Section 7, a small experiment was carried 
out on the 2012 version of the LCS. In particular, the response 
propensity method was used in the follow-up part of the data 
collection. The results of this test will be analyzed in Spring 2013. 
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